ANL-97/1











ARGONNE NATIONAL LABORATORY


9700 South Cass Avenue


Argonne, Illinois 60439














ARCHITECTURE OF THE MULTI-MODAL ORGANIZATIONAL RESEARCH AND PRODUCTION HETEROGENEOUS NETWORK (MORPHnet)





by





Robert J. Aiken, Richard A. Carlson, Ian T. Foster, 


Timothy C. Kuhfuss, Rick L. Stevens, and Linda Winkler








ECT and MCS Divisions








January 1997


























��EMBED Designer \s  \* mergeformat���


























�



Argonne National Laboratory, with facilities in the states of Illinois and Idaho, is owned by the United States government, and operated by The University of Chicago under the provisions of a contract with the Department of Energy.





This technical report is a product of Argonne’s Electronics and Computing Technologies and Mathematics and Computer Science Divisions. For information on the divisions’ scientific and engineering activities, contact:





Director, Electronics and Computing Technologies Division


Argonne National Laboratory


Argonne, Illinois 60439-4815


Telephone  (630) 252-7586


DISCLAIMER





This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its use would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily constitute or imply its endorsement, recommendation, or favoring by the United States Government or any agency thereof. The views and opinions of authors expressed herein do not necessarily state or reflect those of the United States Government or any agency thereof.








Reproduced directly from the best available copy.





Available to DOE and DOE contractors from the Office of Scientific and Technical Information, P.O. Box 62, Oak Ridge, TN 37831; prices available from (423) 576-8401.





Available to the public from the National Technical Information Service, U. S. Department of Commerce, 5285 Port Royal Road, Springfield, VA 22151





Available on the World Wide Web at URL


http://www.anl.gov/ECT/Public/research/morphnet.html





�












CONTENTS














	Abstract	1





1.0	Introduction	2





2.0	Benefits and Risks	4





3.0	Virtual Production Network Services (VPNS)	5


	3.1	VPNS Bar	6


	3.2	Hardware Layer	6


	3.3	Media Layer	7


	3.4	IP	8


	3.5	Middle Layer	9


	3.6	Applications	9





4.0	Scope of the VPNS	9


	4.1	Crash and Burn Testbed	11


	4.2	Shared Campus Infrastructure	11


	4.3	Shared Regional Infrastructure	12


	4.4	Shared WAN Infrastructure	14


	4.5	Impact of Shared Infrastructure on End Systems	16





5.0	Research and Development Challenges	17


	5.1	Network Management	18


	5.2	Application	20





6.0	Conclusion	24


7.0	Acknowledgments	25





8.0	References	26





	Distribution	28





 


�
Abstract





The research and education (R&E) community requires persistent and scaleable network infrastructure to concurrently support production and research applications as well as network research. In the past, the R&E community has relied on supporting parallel network and end-node infrastructures, which can be very expensive and inefficient for network service managers and application programmers. The grand challenge in networking is to provide support for multiple, concurrent, multi-layer views of the network for the applications and the network researchers, and to satisfy the sometimes conflicting requirements of both while ensuring one type of traffic does not adversely affect the other. Internet and telecommunications service providers will also benefit from a multi-modal infrastructure, which can provide smoother transitions to new technologies and allow for testing of these technologies with real user traffic while they are still in the pre-production mode. Our proposed approach requires the use of as much of the same network and end system infrastructure as possible to reduce the costs needed to support both classes of activities (i.e., production and research). An initial step is to define multiple layers of production services (i.e., at the physical, network media, network bearer, middle, and application layers) that can be made accessible for concurrent use by the network researcher, manager, or application programmer. Breaking the infrastructure into segments and objects (e.g., routers, switches, multiplexors, circuits, paths, etc.) gives us the capability to dynamically construct and configure the virtual active networks to address these requirements. These capabilities must be supported at the campus, regional, and wide-area network levels to allow for collaboration by geographically dispersed groups. The Multi-Modal Organizational Research and Production Heterogeneous Network (MORPHnet) described in this report is an initial architecture and framework designed to identify and support the capabilities needed for the proposed combined infrastructure and to address related research issues.


�



1.0	Introduction





The research and education (R&E) community has a continuing need for persistent and scaleable network infrastructure supporting production and research applications as well as network research. This infrastructure is essential if researchers are to advance the state of the art both in advanced applications (for which reliable “production” network capabilities are required) and in the networking technologies that will provide the infrastructure of the future (for which crashable “research” network capabilities are required). The continually shortening cycle associated with the evolution of network research to production status only fuels the demand for advanced production networking capabilities and further strains the ability to provide it. Historically, the very different requirements of production and research have led to the use of distinct physical infrastructures for these two purposes. Yet, as the demand for increased bandwidth and capabilities continues to increase, the R&E community will have difficulty paying the high costs associated with acquiring and supporting parallel networks. Hence, we propose a new approach that will allow the use of the same physical infrastructure for both research and development purposes. As we explain in this report, this new approach poses significant challenges that will require a major research effort to overcome, but promises substantial benefits in terms of cost savings and enhanced research and production capabilities. In fact, we argue that the economics of network infrastructure associated with this approach are essential if the R&E community is to continue large-scale networking.





The need for integrated production and research infrastructure arises because, while network technologies, bandwidth, and capabilities continue to rapidly improve, enhancements to the resolution and scale of existing multimedia, collaboration, and database applications (and entirely new applications) are increasing demand at an equal or greater rate. So we can expect to see competition for scarce network resources for the foreseeable future. The R&E community cannot financially afford to support both a high-speed production and an extremely high-speed experimental network infrastructure. Neither can it afford to conduct network research at the expense of the scientific application researcher, or favor a plan that stagnates the network research required to meet the constantly increasing applications requirements by funding only production networks. Internet service providers (ISPs)� face similar problems:  they can ill afford idle bandwidth, even for short periods, and therefore must seek new and innovative methods to utilize the infrastructure. A successful implementation of an adaptive multi-modal network infrastructure and architecture will not only address the requirement for concurrent production and experimental infrastructure, but also holds promise for quick deployment of research and development (R&D) infrastructure to address national crises�.





These considerations lead us to conclude that the grand challenge in networking is to implement and concurrently support both advanced production network services (e.g., vBNS�, ESnet�), which applications can use with little risk, and a persistent experimental service (e.g., Dartnet, CAIRN�) over as much of the same infrastructure as possible. In building such a shared infrastructure, we must endeavor to ensure that R&D network traffic and experiments do not adversely affect production traffic (and vice versa). This sharing of infrastructure can occur at numerous layers in the network, including the hardware, media, network bearer, transport, and application layers. The efficient sharing of resources will also occur on and within different network scopes, including the local (e.g., Campus), regional (e.g., Gigapop, MREN), and wide area (e.g., vBNS, ESnet, CAIRN) levels. 





In addition to increasing networking bandwidth and capabilities, we must become smarter and more efficient users of network technologies because the demand for network capabilities always exceeds the available resource or the user’s ability to pay for it. To overcome the physical limitations of traditional supercomputers, we adopted the use of massively parallel machines. Similarly, we need to become more innovative with router, switch, and overall network architecture design to take advantage of parallelism in switches, multiplexors, and routers. Adaptive temporal use and reuse of segmented network infrastructure must also be explored. Some router and Asynchronous Transfer Mode (ATM) switch vendors are already experimenting with such models, as evidenced by dual fabric switches. Active network technologies, as well as quality of service (QoS) support, can also support concurrent virtual networks with radically different technical requirements (e.g., production and R&D networks) and dynamic policies. 





The benefits claimed for multi-modal network infrastructure in the R&E community also apply to telecommunication and Internet service providers, who must support concurrent virtual infrastructure for both production and experimental purposes, as well as multiple policy-based virtual networks on the same infrastructure. The benefits are especially applicable if these providers wish to make more efficient use of network resources in addition to being able to strain and test new network capabilities and features in the experimental mode using real applications; even if only on a temporary basis. Telecommunications service providers are currently seeking new and innovative ways to make use of untapped and underutilized infrastructure in the last mile (e.g., local loop) as well as in their own clouds and switching fabrics. ADSL, in fact all nDSL technologies, as well as ATM are perfect examples of these attempts. An adaptive, active infrastructure will greatly enhance the ability of these providers to tap underutilized bandwidth by allowing them to dedicate network resources on a finer granularity in both time and capability. It is important to note that, although the adaptive, multi-modal network infrastructure that we propose will support the R&E community by separating production and experimental traffic, this model can easily be adapted to support any number of two or more virtual networks with heterogeneous and sometimes conflicting requirements and policies. For example, these capabilities can be used to separate traffic based on security, business, or acceptable use policies.





2.0	Benefits and Risks





Concurrent support for production and experimental network traffic will benefit the research community by providing more convenient access to large-scale testbeds. While small testbeds and localized pilots are useful for laboratory testing and exploration, their small scale does not normally strain and test new network protocols, tools, and architectures in a manner consistent with the demands of large numbers of users or advanced applications. Production applications, as well as a large number of participating end nodes, are required to thoroughly test new protocols and infrastructures. For example, the experimental R&D Dartnet network was used to develop and test new network protocols (e.g., Multicast IP and RTP) with a small number of nodes and participating researchers. Afterwards, the researchers sought out larger-scale networks (e.g., NSFNET and ESnet) to demonstrate and validate these protocols on a larger scale. Modeling and simulation may be of some use in analyzing and testing new protocols and architectures as long as they are not strictly based on Poisson models. Paxton and Floyd� have demonstrated that Poisson models, commonly used to design regular telephony services, do not reflect or represent data network traffic accurately. Therefore it is imperative that networking models and simulations be validated via wide-scale implementations and experiments using real user applications.





Concurrent support for both production and experimental network traffic will also have benefits outside the R&E community. Telecommunications and Internet service providers can use a multi-modal network infrastructure to provide “production-level” services concurrently with experimental or evolutionary network services. This will satisfy their requirements for incremental upgrades as well as customer requirements for both production and R&D facilities, large-scale stress testing of targeted infrastructure, and the introduction of new technologies and services as they evolve. Businesses can use a dual-mode environment to run their production applications while simultaneously experimenting with and evolving their use of new network infrastructures and capabilities. The Internet and, generally speaking, most enterprise networks are haunted by the demands and spirits of networks past (e.g., Decnet, SNA, and other proprietary networks), networks present (e.g., IPv4), and networks of the future (e.g., IPv6�). The multi-modal network model provides us with virtual networks, concurrently supported at various layers, that help us cope with this cyclic development and deployment of networks, systems, and applications.





The phased deployment model for new technologies is still valid for initial experimentation (i.e., performing fairly risky experiments such as new protocols that must first be tested in constrained environments). This model subsequently requires that the scope of the experiment be expanded to fully test these new capabilities. The challenge that lies before us is determining how to use as much of the same infrastructure as possible for concurrent and efficient use by both R&D and production traffic after the initial constrained testing is complete; this challenge becomes greater when we seek to stress test new protocols and architectures and benchmark their capabilities under real traffic. Not only is this multi-modal use and support of networks required for supporting the R&E community’s combined R&D and production infrastructure requirements, but it is also useful for (1) introducing incremental upgrades (version upgrades or enhancements) to switches and routers in deployed infrastructure, and (2) providing a transition path for applications eager to exploit new network capabilities; e.g., quality of service (QoS) signaling from an application layer. This multi-modal approach does not necessarily invalidate the use of separate network infrastructures, such as separate switches or links, when the concurrent shared use of some or all of the infrastructure cannot be safely achieved.





Some risk is associated with all new technologies, even “pre-production” services offered by ESnet and vBNS, for example. Users and applications need to accept this fact and plan accordingly. One method for dealing with this issue is to perform a risk analysis of the proposed architecture and identify the portions or layers of the infrastructure that lend themselves to shared use. The “comfort levels” associated with this sharing will most likely vary depending on institutional culture and financial factors. However, wise use of adaptive, multi-modal infrastructure is necessary if we are to further enhance our ability to provide for advanced network research and production networks in the face of dwindling financial resources, as well as for more efficient use of infrastructure by the telecommunications and Internet service providers.





3.0	Virtual Production Network Services (VPNS)





A shared infrastructure can use the concept of a variable “bar” of production-level service to facilitate both the smooth introduction of new capabilities and the concurrent support of production and experimental activities. This concept also supports on-demand experimental use and manipulation of network infrastructure, bandwidth, and quality of service. The bar is virtual in that it can be temporal (i.e., exist for short, medium, or long periods of time) or spatial (exist at various levels of network services at the same time), while concurrently providing for multiple levels of production and R&D-level services depending on the requirements and perspectives of the applications and the network R&D experiments.





	3.1	VPNS Bar





	One issue in providing for both production and R&D experimental network services (the former supports R&D applications) is the definition adopted for the “production layer.” A desirable environment would allow for a certain amount of concurrent elasticity where the production layer is perceived on a per application or virtual network basis. For example, when using this approach to support Asynchronous Transfer Mode� (ATM) experimentation over a shared production hardware media, we might see a production ATM service composed of the ATM switch and local loop for the computer scientist experimenting with a network bearer service such as IPv6. Application scientists (e.g., physicists), though, view the IP layer and below as the production layer as they experiment with RSVP� or reliable multicast for their message passing interface (MPI�)-based application. Each of these models has been provided separately in the past; i.e., a dedicated network for each scenario, with the possible exception of tunneling, which we will address later. We believe that the challenge is to provide concurrent support of these virtual production networks, as viewed by the applications and network researchers, on the same infrastructure. Each layer would provide the opportunity and concurrent support for network research and production network services at the next layer up. Each layer depends on the production bar of the services below it.





	3.2	Hardware Layer





	The first level of providing a "production bar” is the hardware level. We can multiplex both production and network R&D traffic on the same hardware by implementing a hardware multiplexing scheme such as Wave Division Multiplexing (WDM) or Sonet block multiplexing. A portion of the service or circuit (i.e., local loop Sonet, or WDM colors) could be physically split off to a set of production switches; the other portion(s) could be physically split out to yet another distinct set of R&D switches. This model allows for the sharing of a local loop while keeping the production and R&D traffic physically separate on the local loop and in the switches. Whether one multiplexes the two types of traffic over the same infrastructure on the local campus or in the carrier cloud (i.e., on either end of the multiplexed local loop) is determined by the entities in control of those infrastructures and any agreements they have come to with the end user. The carrier may indeed carry both the production and R&E traffic over the same set of switches and links or it may provide separate sets inside the cloud so as to separate the two types of traffic inside their cloud. Either solution provides the end user with the view of one access and local loop to the cloud to support both types of traffic.





	The hardware layer can be further exploited if it is composed of distinct objects (switches, links, routers, multiplexors) that can be assembled by an application or network manager on either a real-time basis (i.e., milliseconds to seconds) or on a scheduled basis within hours or days in advance of its anticipated use. For example, an OC-12 pipe could be provided by using four OC-3 links and associated multiplexors and switches. The initial allocation can have two OC-3 links dedicated to production use and two OC-3 links used specifically for network research. If the network researchers are not using their portion of the network (i.e., their OC3s) at any given time, it makes sense to allocate those resources to the production traffic. This assumes that the network segments and components in question can easily transition to production-quality status and back to experimental status at the conclusion of use. Conversely, if the network researcher could use three OC3s for a short- term test of new protocols, and the production traffic is not using its share of the infrastructure, the experimental network project could temporarily make use of a specified amount of the production infrastructure for a short time and then restore it to production status after the experiment is completed. The production portion of the infrastructure may choose not to allocate all of its share of the infrastructure to the network R&D experimenter. Even during off-peak hours when the networks can make use of all of the available infrastructure, the production component may choose to keep a small portion of the production infrastructure available for non-real-time production traffic. This temporal, elastic, on-demand control of hardware layer infrastructure can greatly reduce our need for costly redundant services, circuits, switches, and routers.





	3.3	The Media Layer





	The model that provides a production bar of services at the media layer (e.g., ATM) assumes that the hardware layer is of production quality and takes the model of infrastructure sharing one step further by supporting both R&D and production services over the same physical media. For example, one can provide an ATM virtual path or circuit for the production traffic as well as a separate and distinct ATM permanent path or circuit dedicated to the experimental network research (e.g., implementing both IPv4 and IPv6 in native mode). A single switch, if appropriately designed and implemented, can satisfy both the R&D and production requirements by supporting experimentation with ATM signaling and QoS at the same time production traffic is passing through the same switch. It is important to provide mechanisms in a switch that ensure that one type of traffic (e.g., experimental) does not bring down the switch or trample the other type of traffic (e.g., production). The use of a redundant, yet separate, internal fabric within the switch is an example of such a mechanism.


 


	3.4	IP 





	The normal mode of operations employed by today’s Internet providers relies on IP as the production network bearer service. In this example, the IP bearer service and all the infrastructure underlying it (i.e., the media and hardware layers) are considered production quality for IP-based applications. Applications may experiment with new middleware capabilities and services, such as RSVP for IP based QoS, but they expect that the IP bearer service is of production quality and will not be used for experimentation by network researchers. Any network experimentation at the bearer layer is accomplished by either using a separate infrastructure (e.g., Dartnet for RTP) or by using tunneling. The use of IP as the production bar provides as solid a production bearer network service as IP can deliver while allowing for experimentation with RSVP and other advanced IP-based capabilities. 





	Tunneling is a powerful tool that can be used to (1) minimize some of the need for duplicative infrastructure on a wide-area IP bearer service basis, and (2) reduce risk to the production bearer service layer. However, because tunneling does not necessarily address the requirement of an application that wishes to test and utilize a new network layer or network to MAC layer capabilities and infrastructure in native end-to-end mode, it should not be viewed as the only tool for concurrently supporting both a production and network R&D infrastructure. Tunneling not only delays the traffic’s end-to-end trip, but it also requires the manual configuration of the virtual tunnels; as we saw with the virtual Mbone overlay, this does not easily scale when large numbers of sites become involved. Although tunneling may be useful during the first stage of the experimentation process, it is only a short-term answer for coexistence and may not truly test the routers and switches as they would be tested when they are supported in native (non-tunneled) mode. The model that concurrently supports a native-mode production and non-production bearer service in the routers by no means contradicts the goal of one common bearer service as described in the often-referenced National Academy of Sciences (NAS) publication, “Realizing the Information Future.”� Rather, it addresses the reality of overlapping time lines for the “network of the past,” the “network of the present,” and the “network of the future,” evidenced today by legacy networks, IPv4 and IPv6 (respectively). These three phases will always be in existence on any given network, although the actual IP versions may change over time, and should be considered a normal state of affairs� . We will always be improving the bearer service (e.g., Multicast in IPv4) as well as introducing new bearer services or versions (e.g., IPv6). Multi-protocol routers implement a version of the concurrent bearer services model when they support concurrent multiple protocols such as IP, IPX, and SNA in native mode.





	3.5	Middle Layer 


 


	Applications require the existence of many production-quality middleware services to support experiments with new network technologies and to provide the enhanced distributed computing environment capabilities that are required if these experiments are to be tractable. For example, when RSVP makes it to production status, we will see many experiments in which application developers attempt to improve application performance by representing explicitly the varied array of network QoS associated with different application components. In this case, the production bar would be RSVP and it would simultaneously support both production and experimental networking at the application layer. Other middleware production services may include name servers, security key and certificate infrastructure servers and authorities, directories, session managers (e.g., SDR�), advanced IP-based capabilities such as the Mbone, and resource information and scheduling services such as those being developed in the Globus project�. 





	3.6	Applications





	Many applications programmers are constantly in search of new technologies and will use any available technologies to advance their programming environments and capabilities. Many are more than willing to use experimental facilities and will make use of the varied array of production bars previously mentioned, either in a concurrent or temporal mode. Advanced application programmers require the ability to set QoS parameters, monitor infrastructure, and experiment with new network capabilities to support their advanced application and programming environments. One application may require raw access to the SONET or ATM infrastructure via relevant QoS activation and signaling techniques, while another application concurrently requires a production IP layer to support experimentation with RSVP. The infrastructure needs to be able to support both of these requirements simultaneously, on both a short-term (seconds to minutes) and long-term (hours to days) basis. 





4.0	Scope of the VPNS





In order to deploy an infrastructure that supports both production and experimental network research, telecommunications service providers need to adopt a new customer-supplier model. In this model, the customer and service providers would work together to define the service elements, network management tools, and administrative models and architecture necessary to support the customers’ requirements and their view of the network, as well as that of the telecommunication and Internet service providers. This model requires the telecommunications carrier and service providers to work with the customer in the standards arena to define appropriate end user tool and access-to-information capabilities. It also requires the ISPs to be more open with respect to customer non-intrusive access to network and switch state information. This information includes QoS, circuit or access class information, traffic flows, error status, MIB variables and other state information on an end-to-end basis that the end user community requires to monitor and verify its network services. The customer may also require the ability to dynamically configure, reconfigure, and acquire network infrastructure resources based on end user QoS or policy requirements. This will involve the support of active network components (e.g., circuits, switches, routers, multiplexors) in the infrastructure as well as the signaling and op-code capabilities required to dynamically trigger a reconfiguration. In order to fully utilize these capabilities, applications will require state information and appropriate tools for determining what network infrastructure may be available to them at any given time and for reserving the appropriate network resources in a dynamic fashion, whether that be on a millisecond, minute, hourly, or daily reservation basis.





In addition to enhancing non-intrusive access to network state information on an end to end basis, the ISPs also need to work with network research experimenters to define what is necessary to support the network research on their infrastructure without interfering with the production traffic. This might include providing the researcher with the ability to dynamically alter configurations and settings in a dedicated R&D switch and add/drop multiplexors, or providing safe toggles and state changing tools in production switches to affect network management and monitoring tools. All of this is further complicated by the fact that different network management models and tools are required to support the different thresholds and levels of comfort associated with production and experimental traffic. An adaptive network application infrastructure (e.g., active network control over multiplexors, switches, circuits, and routers) programming interface (API) would make it possible for the end user to easily move between production and experimental modes and infrastructures, easing the pain of living in both policy worlds.





The end user may have agreements or contracts with various service providers, each with a different scope, ranging from the campus to the regional area as well as to the wide-area network (WAN). The continuing deregulation of the industry will blur the distinction between regional and wide-area providers, but the location of the actual physical infrastructure still favors regional economies of scale (e.g., major metropolitan areas), so collaboration between close physical or cultural institutions will prevail. In any event, the issue of supporting production and network research on the same infrastructure will need to be addressed on a campus, regional, and wide-area level. A customer’s service may be provided by many nested layers of ISPs, some of whom obtain services from other providers. As a result, there is a need to ensure that the end user and network managers have the capabilities and tools necessary for navigating and monitoring the many nested layers of ISPs, as well as peering points, so that the customers can support their applications on an end-to-end basis.





Regardless of the scope, the major focal point of the concurrently supported infrastructure will be at the customers’ demarcation point, commonly referred to as the “edge,” where the customer’s equipment interfaces and peers with that of the service provider–whether it is at the campus, regional, or WAN level. In fact, the end user may be peering with each of these concurrently. The importance of the assumption regarding the provider’s cloud demarcation point is that a service provider can support the production and experimental network traffic any way it chooses within its cloud or infrastructure. For example, an ISP may choose to use one switch and a single fabric, or use separate switches and lines as long as the access interface and expected or contracted services to the end user are met. QoS and network management capabilities rely on the ISPs implementing and supporting standards and tools on an end-to-end basis across the campus, regional, and WAN network infrastructures.





	4.1	Crash and Burn Test Bed





	The local “crash and burn” test bed is the simplest to envision and support because it can be built as a separate small network on a departmental basis. This is the “Bonneville salt flats” model for performing network research and development; it is usually the first choice for the alpha testing of experimental network protocols because if you crash while trying to break the speed record, you do not adversely affect the production applications. This model normally employs a separate, dedicated local network on a room, building, or campus basis whereby the R&D network never connects to or exchanges traffic with the production network. It is easy to manage, provides excellent access to the researcher, and is very flexible, but it does not scale well. 





	Many organizations also utilize a small number of demonstration or test routers and switches in a separate “sandbox” for the purpose of testing version upgrades and enhancements to network protocols and architectures. However, they normally cannot afford the number of routers or switches necessary to properly test these upgrades and enhancements under expected real-life traffic and stress. Regardless of the amount of testing that is done before deployment, when the upgrades or enhancements are finally enacted in the routers and switches, the production network becomes an experimental network until the modifications are demonstrated to have no ill side effects.


�



	4.2	Shared Campus Infrastructure 





	The Shared Campus infrastructure is an attempt to share as much of a campus local area network (LAN) infrastructure as possible to support both the production traffic and the network R&D traffic and experiments. This model is attractive because it allows for the easy introduction of “guinea pig” user applications that not only test the new networking capabilities, but also allow the applications to adapt to the new infrastructure on a pre-production basis. These applications normally run on the production network. However, there are a number of users who are willing to test or stress the experimental network even though it may crash. Application programmers are willing to do this because they derive more benefit from the early adoption of the advanced capabilities or bandwidth offered by the experimental network than the cost or pain associated with the conversion of their codes to take advantage of the new capabilities. This model can be implemented with completely separate network segments for the production network and the experimental R&D network, or it can be built of separate segments that share some subset of gateways, routers, and switches. In a shared network, the traffic may "cross in the night" as it passes through the routers or switches (e.g., virtual LANs [VLANs], ATM private virtual paths [PVPs], or shared routers). The campus network manager may choose to support both types of traffic on the same regional or WAN link as described in Sections 4.3 and 4.4. The challenge on the campus level is how to operate and manage the shared gateways and switches, and how to define a campus network operation center (NOC) that is responsive to both the requirements and thresholds for production and research activities.





	The campus LAN will continue to be a heterogeneous mixture of LAN technologies providing the “last foot” to the desktop, including ATM and non-ATM technologies, such as 100 Megabit and Gigabit Ethernet. Because of this heterogeneous mixture, applications will require the development and deployment of integrated solutions that map layer-three-based services (e.g., RSVP) to layer-two services (e.g., ATM or switched Ethernet), including those supporting QoS and network management. In order to take advantage of the QoS capabilities available in layer-two services, applications require the capability for some level of cross-layer signaling (e.g., RSVP to ATM). In situations where a high-speed server is located directly on an ATM network, the application will need to be able to directly view and control the layer-two QoS parameters. In addition, there will be situations where a high-speed server is located on a very-high-speed, non-blocking switched Ethernet segment, or it is the only node on a high-speed broadcast segment. Because these latter two scenarios carry no possibility of media collisions or contention, we need to explore ways to extend bona fide layer-two QoS (e.g., ATM) across these traditionally non-QoS supporting media so that the applications can achieve end-to-end QoS in a heterogeneous media environment.





	4.3	Shared Regional Infrastructure 





	Because the local loop usually accounts for approximately 30%-50% of the cost for connecting to either a regional or WAN ISP, major link/access cost savings can be realized by multiplexing a local loop to support both production and network R&D traffic and applications. This approach can generally be achieved in two different ways, depending on the user’s level of trust that one type of traffic will not adversely affect the other type of traffic.


 


	The "no trust " scenario, which might be invoked to support very experimental research, would use two sets of switches on either end of the local loop (see Section 3.2) with two switches located on the campus and two switches located at the loop demarcation point where the local loop enters the carrier’s cloud. The traffic is separated on the local loop such that the only infrastructure shared by the two types of traffic is the local loop itself, not even the switches. It is important to note that the service access interface and agreements that users have with their carriers will determine whether both sets of traffic could eventually be carried over the same lines and switches inside the carrier cloud or carried on distinct infrastructure. The disadvantage of this approach is that extra switches are required to implement this scheme. On the other hand, the advantage perceived by some for separate infrastructure is that the two types of traffic are kept physically separate, which reduces the risk of any problems that may arise from the inadvertent confluence of the two types of traffic. The support of both the production and R&D environments may be achieved through the aggregation of various network infrastructure segments and components, which may be dynamically combined and configured to produce a temporary production or experimental network.





	The "guarded trust" model entails one set of switches on either end of the loop in addition to the sharing of the physical local loop. The separation of R&D and production traffic at this level can be easily accomplished via the use of ATM PVPs or Permanent Virtual Circuits (PVCs), assuming that there are guarantees that no bleed-over from one type of traffic to the other occurs or that no errant application can adversely affect the other type of traffic due to congestion control, buffer management, QoS management, or any other policy enforcing algorithms implemented in the switches. Because the separation of traffic, either based on type or policy, is not accomplished in hardware, users as well as network managers and providers require tools that they can use to monitor the network infrastructure and assure themselves that their requirements are being met.





	Either production or R&D networks could make use of segmented network infrastructure, in which switches, routers, and muxs are assumed to be either for production or for experimentation purposes and can be dynamically aggregated into virtual networks on demand. It is also apparent that this capability can be easily adopted by the commercial sector for supporting end- user demands for temporary network requirements for trade shows, demonstrations, proofs of concept, and temporal use of additional bandwidth. This type of capability can be supported through the use of adaptive hardware devices and techniques such as end user on-demand control of Sonet drop/add multiplexors, aggregating/de-aggregating WDM color frequency multiplexors, or real-time manipulation and configuration of switches and routers. In order to support this capability, the telecommunications industry needs to alter its business and technical models to not only provide non-intrusive access to network state information but also to provide the ability for the end user to safely manipulate the network infrastructure to create either production or R&D networks as they need them, even if under special circumstances and for only a short time period.





	We can extend the concept of regional sharing of infrastructure one step further by defining a network peering point–where multiple local entities and institutions can connect and peer with each other–and providing a common funnel and peering point with WAN ISPs such as Sprint, MCI, the vBNS and ESnet. The Network Access Points (NAPs)� were originally designed to support this model, but the implementations failed in this regard because they only provided ISP-to-ISP peering. The Gigapop is the latest iterative concept and attempt to support a communal sharing of infrastructure to peer local institutions with advanced production services and ISPs. We contend that the Multimode Gigapop (M-Gigapop) extends the Gigapop and NAP concept because it can concurrently support both production and R&D traffic on as much of the same infrastructure as possible and hand off the traffic to the appropriate commercial or R&D ISP, depending on the type of traffic. The research challenges again are how to ensure that one type of traffic does not adversely affect the other at the M-Gigapop and how to provide for distributed network management of the peering point(s) (i.e., what end user tools and management capabilities are required in the switches, routers, and multiplexors). 





	4.4	Shared WAN Infrastructure 





	When providing shared wide-area infrastructure, the telecommunications service providers (e.g., MCI�) and ISPs (e.g., ESnet and vBNS) will face many of the same issues as the traditional regional carriers (e.g., Ameritech�) and ISPs (e.g., CICnet�). The major issues center on what access interface and capabilities are provided to the end user and how experimental traffic, if any, is supported on the same or separate infrastructure as production traffic. For example, all experimental traffic may be provided over physically separate circuits and switches within the WAN ISP’s cloud. The ability of the telecommunications carriers to provide multi-modal infrastructure may be hindered by the fact that some of their customers do not like to assume any risk. The federally funded private WAN ISPs (e.g., ESnet, NSI, vBNS, DREN�) may have a little more latitude in supporting some experimental network traffic and capabilities within their clouds, but they are also reluctant to assume much risk because some members of the application research community they support expect absolute production-level services. However, the challenge still facing all ISPs who expect to be solvent and viable service providers in the future will be how to support multiple varied policy (e.g., production versus experimental or guaranteed versus best-effort services) virtual networks because it is too costly for both the end user and the provider to support duplicative infrastructures (for the reasons already outlined in this report). Small amounts of calculated risk are critical in the evolution of networks and must be assumed by the end user and the service providers. Even when we test router or switch upgrades in a bounded environment prior to deploying these changes into production networks, we still assume some risk when we finally deploy the upgrades because any change to the running system or network in effect changes it from a production to an experimental network, albeit a controlled one. We all can think of many occasions where seemingly small upgrades or modifications have caused far-reaching problems. We need to develop networks that are more resilient and fault tolerant (i.e., can support experimental as well as production traffic and be dynamically configured to compensate for problems) on both a macroscopic and microscopic level. The on-demand use and re-use of network infrastructure components and segments will further enable the service providers to support both the production and experimental requirements, as well as the other varied and sometimes conflicting policy-based network requirements of its customers in a more efficient and cost-effective manner.





	Because we can expect to see the use of ATM continue for provision of regional and WAN service, we need to address the issue of ATM QoS support in the ISP clouds as well as access to these capabilities by the end user. One approach is to treat the ATM cloud as only a raw bit pipe and to rely on techniques such as RSVP to provide end-to-end QoS across not only the non-ATM LAN technologies (see Section 4.2), but also the carriers’ ATM clouds. This type of approach defeats one of the major reasons an end user would consider deploying ATM on the campus or explicitly request it for WAN services. One can argue that RSVP QoS is not the hard QoS some applications require, and therefore we should utilize ATM QoS whenever possible. In either case, the ability of the end users to use ATM QoS signaling in a dynamic fashion to satisfy their dynamic application requirements is dependent on the availability of standards-based signaling implementations and APIs in the switches and end host systems, as well as admission control capabilities for both ATM and RSVP. The current state of deployment for ATM equipment that can support applications dynamically signaling and managing QoS in regional and WAN networks is fairly poor; this may impede the adoption of native ATM by the end user community. The lack of RSVP admission control tools available for use by the end user and network manager, as well as the lack of admission policies based on the application and campus network manager’s perspective, may also impede the adoption of RSVP.





	4.5	Impact of Shared Infrastructure on the End System





	The concurrent support of production and R&D infrastructure must extend to and include the workstation. The current mode for supporting multiple-network use policies is based on the use of separate workstation and IP network addresses for the production traffic, and a separate workstation and IP address for the experimental R&D traffic. The R&D IP address must be garnered from a Class B, C, or Classless Internet Domain Routing (CIDR�) address block that is different from the one used for the production network. The IPv6 address space is much larger than that utilized by IPv4; however, there is nothing in the IPv6 address or routing specification that will alter the need for using separate addresses from different address spaces in order to support multiple policies on the same end node. Hybrid solutions exist that involve using a workstation with two network interface cards (NICs), each having an address on different networks (e.g., different CIDR blocks). The reason for selecting addresses for the production and R&D NICs from different network address spaces, or for multihoming the two addresses on the same NIC, is to ensure that, when necessary, the production traffic takes a different route over the infrastructure than that taken by the experimental R&D traffic. Given the fact that current IP routing algorithms choose routes for traffic based on the network portion (e.g., top 24 bits of a Class C address) of the destination address, we have no option but to use two separate addresses to enforce the varied policies associated with production and R&D networks. This is an issue that mostly affects the end user, the workstation, and possibly the campus network because the regional and WAN clouds are treated primarily as switching engines at the IP level and will route any packet based only on its destination IP address and the associated routing table entry (which indicates which interface provides the next-best hop for the packet on its way to the destination).





	The practice of using two different IP addresses on a workstation from different network address spaces or subnets is referred to as multihoming� and gives one workstation the ability to send and receive traffic over two distinct networks or subnets based on policy. Some workstations possess the ability to support two distinct IP addresses on a single NIC, thereby achieving the same result with only one NIC. One can bind the appropriate workstation source IP address when opening a socket for transmission (i.e., binding the production IP address as the source address in packets when the application is doing production work, and the experimental IP address when the application is performing network research). However, there is no way for the application programmer to know which IP address on the destination workstation or server belongs to the production or experimental subnet. Several methods can be used to solve this problem. The first method requires the user to possess a prior knowledge about which host IP addresses of the destination node are on the production or research subnets. The second method uses a local configuration file (i.e., a “hosts.exp.txt” file) that lists the domain names and IP addresses of all the experimental hosts and subnets. This method assumes those host addresses not listed in this file are used for production purposes. The third method involves making modifications to the Domain Name System� (DNS) to identify experimental host addresses. This would allow for a site administrator to define experimental hosts in the DNS and thus leverage off an existing and scaleable infrastructure. The fourth method makes use of VLAN technologies to build experimental R&D subnets that extend across the campus and possibly regional or wide-area networks.


 


	In the effort to reduce the amount of infrastructure required to concurrently support production and R&D environments, we would like to minimize the amount of hardware required by the end user to easily live within both a production and R&D environment. Ideally this would entail using only one workstation, one multihomed NIC, and one physical subnet. It would also allow applications to move between production and R&D environments on their screens simply by moving their mouses from the production window to the R&D window and vice versa. This requires that state information associated with that process be handled appropriately as part of a processes’ normal context switch. The end user should be able to specify that a particular window and/or environment is either for experimental or production use and the kernel within the node must be able to determine which mode is active so that it may act appropriately (i.e., set the correct source IP address in the outgoing packet). The kernels on both the sending and receiving nodes must verify that only experimental-to-experimental and production-to-production traffic flows occur.





5.0	R&D Challenges





The need for advanced programming environments for the application and end user domains is driving the need to support network research in the area of network management tools. Application programmers require the ability to monitor, analyze, and debug their applications, including the impact of network traffic conditions. Network managers require the ability to protect, ensure, monitor, analyze, and debug the network services that they are providing. To support concurrent production and experimental activities, the suggested R&D areas of focus are on network management as well as end user tools for utilizing a shared infrastructure that is as efficient and error free as possible. Providing dual-modality network capabilities (i.e., production and research) with sufficient safeguards requires advances for ATM and IP (both IPv4 and IPv6) in the areas of network management, QoS, admission control, cost accounting, and end station dual-modality support. It is important that the application programmer and network researcher be able to utilize network resources to meet their programmatic goals; the campus network manager and other service providers (MAN, WAN) must be able to manage and fully utilize scarce network resources. The adaptive, on-demand configuration and management of lower-layer network infrastructure (e.g., add/drop multiplexors, switches, routers, and network segments) greatly enhances the ability of service providers to support multiple policy and multimode virtual networks on the same infrastructure. Much of the experimentation with protocols, switches, and routers has been initially focused on the campus level. While the network researcher’s focus will most likely be initiated on the campus level, it is important to focus on the end-to-end applications performance, which will undoubtedly include the campus to ISP demarcation point. It is imperative that ISPs and carriers support the QoS and non-intrusive end-to-end network management tools and capabilities that are required by the applications and the campus/LAN network managers to determine network performance characteristics. It is also crucial that ISPs and carriers support network research capabilities as part of their infrastructure because they derive direct benefit from the results, regardless of whether it is via dedicated or shared infrastructure.





	5.1	Network Management





	Applications programmers require real-time network diagnostic and analysis tools that can be utilized for monitoring services and debugging on an end-to-end basis across the multitude of campus, regional, and WAN network infrastructures. They also require tools to utilize QoS to dynamically adapt their application to utilize network services. While the traditional notion of an NOC that monitors network activities remains important, advanced network capabilities call for new weapons in the network management arsenal.





	There are some network management tools and capabilities that are commonly required and employed among the WAN, LAN, and campus network managers; however, there are also capabilities that may be unique to each one of these areas. In particular, the tools utilized by the ISPs providing regional and wide-area networking services will most likely intersect but not necessarily be a proper subset of those tools employed by the campus/LAN network manager. Many tools in the ATM environment to date have been proprietary. For ATM to be widely adopted, more interoperable management and debugging tools need to be available. Standards bodies such as the ATM Forum and the IETF need be lobbied to get vendors to adopt interoperable management and debugging tool suites. The following is a non-exclusive, initial list of basic capabilities that the campus/LAN manager will need to support a dual-mode infrastructure and provide for the applications’ and network manager’s requirements.


	


Reference implementations of ATM device discovery, ATM ping and ATM traceroute across heterogeneous vendors’ equipment.





Reference implementation of ATM QoS traceroute that traverses each switch and returns the QoS on a per PVC, SVC, PVP basis. 





The ability to securely (i.e., authentication) manage admission control, cost accounting, and priority policies, as well as QoS support for RSVP, IPv6 and ATM (i.e., fair and efficient tools for allocating network resources, including priority bidding and cost accounting).





Tools for debugging cross layer signaling, admission control and other QoS capabilities for RSVP, ATM, and any other QoS supporting protocols. 





The ability to support both production and network experimental R&D activities on the same infrastructure with varying degrees of thresholds, alarms, and required responses.





The ability to debug IP and ATM networks concurrently, including the ability to capture, analyze, and display cells, packets, and flows.





Distributed inter-NOC capabilities with other regional, WAN, and LAN/campus network NOCs, including the ability to exchange trouble ticket information as well as to remotely view the state of the network from another NOC’s point of view or point of presence.





VLAN and switched Ethernet management and analysis tools that are integrated with or can be run concurrently with IP and debugging tools to promote a coherent multiple-layer view of the network.





The ability to load beta versions of code into the LAN or WAN experimental infrastructure components to enable the testing and experimentation of new capabilities while concurrently running production traffic. 





Support of the negotiation of end-to-end QoS IP “best effort” services, non-ATM, switched Ethernet, and other broadcast technologies.





The ability to dynamically configure, use, and re-use network infrastructure segments and components (i.e., Sonet drop/add multiplexors, ATM switches, routers, links, and circuits) from a pool of networking resources and objects to create on-demand virtual production or experimental networks.





	Regional and WAN ISP managers require many of the same tools that the campus/LAN managers utilize (listed above); however, they also require the following additional tools and capabilities if they are to support the concurrent multi-modal use of infrastructure:





Tools and capabilities that allow non-intrusive monitoring, analysis, state and data gathering, querying, and providing QoS support for the application programmer as well as the campus/LAN or regional network manager. 





The capability for the campus/LAN manager to support both a production and experimental network environment across WAN infrastructure with as little risk as possible.





Capabilities for applications to easily request particular classes of traffic (e.g., UBR and ABR) burn rates as well as manage QoS for ATM and RSVP at the carrier demarcation points.





Provision of multiple dynamic classes of QoS between endpoints. 





Provision of IP and integrated services protocol support for secure RSVP and IPv6 policy, cost accounting, and admission tools that will provide the end user or campus network manager with the ability to securely control the use and management of their traffic on an end-to-end basis in native mode.





The capability to support the loading of beta versions of code into the experimental infrastructure components at the request of or via issuance of commands by the campus network researcher to enable the testing and experimentation of new network capabilities.





	5.2	Application





	Application programmers require network management tools that they can use to determine the state of the network in real time in order to debug their distributed applications, determine whether the network is functioning up to expected levels, dynamically configure and manage virtual production network services, and query and request appropriate QoS. This last requirement includes the ability for cross layer (e.g., RSVP or IPv6 to ATM ) signaling to affect the required environment as well as to bid for priority status when resources are scarce. These tools may be used directly by the programmer or accessed automatically by programs running on behalf of the programmer. For example, an adaptive parallel application might be constructed to use a research network when it is available–or the production network when it is not (or vice versa)–or to interact with the research network management system to tune system parameters. In all cases, a key issue will be providing tools that can translate between low-level network constructs (e.g., ATM QoS) to the higher-level tools and concepts used by application programmers.





	The environment for the programmers can be greatly enhanced by providing them with the capability for migrating seamlessly between production and experimental status on one workstation with the mere movement of their mouses from the production window to the experimental window and vice versa. The application programmers may also wish to avail themselves of multiple levels of production network infrastructure. For example, they may implement production-quality IPv4 and experimental IPv6 services over a production ATM network while at the same time running both production and experimental applications over the production IPv4 services. Specific tools and capabilities required by the end user for making use of the dual-mode infrastructure include the following:





Reference implementations of ATM device discovery, ATM ping, ATM traceroute, and other ATM tools across heterogeneous vendors’ equipment that the user can invoke to ensure that the ATM pipe is functioning at expected levels.





Convenient application-level interfaces to information provided by ATM tools, enabling applications to determine and then adapt to changes in both link-level and end-to-end performance.





Reference implementation of ATM QoS traceroute that traverses each switch and returns the QoS on a per PVC, SVC, PVP basis. 





Application support for cross layer (i.e., IP to ATM and RSVP to ATM) QoS signaling, including querying and invocation.





Direct view and control of layer-two QoS parameters by applications wishing to use high-speed, QoS-enabled servers.





The ability for an application to negotiate end-to-end QoS over non-ATM, switched Ethernet, and broadcast network segments when the destination node is either the lone server on a broadcast network or is on its own virtual LAN through switched Ethernet or other VLAN technology.





Seamless dual modality (i.e., production and R&D) application support on one workstation.





Ability, when required, to bid securely (i.e., authenticated) for priority use of scarce network resources (assumes some cost accounting and bidding system capabilities).





Secure (i.e., authenticated) admission control querying and reservation capabilities for RSVP, IPv6, and ATM.





Session control tools that seamlessly integrate QoS tools, as well as the multimedia, directory, information agents, and labspace environments tools.





Integrated analysis and debugging tools and capabilities to support the integrated QoS, multimedia, information agents, and labspace environments.





Versions of application programming tools (e.g., MPI, CORBA) that are enhanced with QoS signaling capabilities and performance tools that can explain observed network performance in application terms.





Scheduling tools that allow programmers to specify network QoS requirements as well as computing or data requirements when requesting the resources required for a particular computation.





Distributed computing environments that securely utilize network-based admission control techniques for ATM, RSVP, and other QoS protocols and services.





The ability, as well as the application programming interface (API), to dynamically configure, use, and re-use network infrastructure segments and components (i.e., SONET drop/add multiplexors, ATM switches, routers, links, and circuits) from a pool of networking resources and objects to create on-demand virtual production or experimental networks. A standard characterization of network infrastructure segments and components from an end user’s and application’s perspective is required so that the end user can correctly create, configure, and monitor virtual network infrastructure.





	The validation and evaluation of these tools and concepts will require access to a suite of interesting applications that can be used to stress various aspects of the multi-modal network infrastructure. Examples of such applications include the following:





Distributed collaborative engineering applications in which engineers at different sites collaborate on the design and evaluation of complex systems. The Argonne BoilerMaker� system is an example of such an application; this allows engineers to use virtual reality systems to guide placement of inlets in a simulated industrial boiler.





Remote I/O applications in which, for example, programs running on a supercomputer access input datasets or create output datasets located on remote file systems. These applications require the ability to manage and monitor network QoS to achieve high supercomputer utilization when streaming data between supercomputer and remote file system. The Argonne RIO project� is developing infrastructure for such applications.





Remote visualization applications, in which data produced on a supercomputer by a scientific instrument or read from a file are streamed to a display device at another location. Many such applications were demonstrated as part of the I-WAY project.





Remote instrument control applications, which may feature multiple data streams with different characteristics, including time-critical control data, high-bandwidth video, and audio.





Distributed computation applications in which large numerical computations are distributed over multiple distributed computing resources in order to solve larger problems or to solve fixed size problems more quickly. Computational chemistry and astrophysics are two examples of disciplines in which this approach has been applied successfully.





6.0	Conclusion





Application developers are rarely eager to invest a large amount of effort and time to convert their codes to “test drive” new network technologies, especially if the infrastructure is to be short lived. Yet the development and deployment of new architectures and protocols are extremely dependent on applications, without which it is not possible to test and stress the infrastructure or to validate that it works with real applications and can be deployed in production mode. For example, the I-WAY� network developed to support Supercomputing 95 succeeded, by virtue of tremendous effort, in demonstrating the benefits associated with an advanced pre-production infrastructure; yet this infrastructure evaporated immediately after the close of Supercomputing 95, making it difficult for many of the principal investigators and institutions to continue their collaborations. Network researchers need real applications and traffic to use and stress their experimental and production networks, and application developers are constantly seeking new network capabilities to enhance their computational environments. Neither group can progress without a persistent high-end, advanced infrastructure and without addressing the daunting cost associated with concurrently supporting both a production and experimental infrastructure. We must endeavor, then, to find the technical, social, and political means necessary to share as much infrastructure as possible at the campus, regional, and wide-area network level to support both production and experimental R&D activities.
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�



� ISPs in the United States include the inter-exchange carriers (IXCs), Regional Bell operating companies (RBOCs), cable companies, alternate access providers, commercial and private providers, and any other entity that provides telecommunications and Internet services to its constituency on a wide-area basis. ISPs in other parts of the world include similar service providers as well as national PT&Ts.


� Some administrators propose using separate workstations and network infrastructure to avoid the administrative issues associated with multihoming. However, it may prove to be more efficient to multihome the relatively small number of workstations that require both a production and research address, and to rely on DHCP to dynamically configure IPv4 production hosts and the use of IPv6 link and local address capabilities to dynamically assign addresses to IPv6 end nodes. 
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