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I N  'IRODUCTION 

The development o f  new high-energy hydrocarbon fue l s  fo r  use i n  a i r - b r e a t h i n a  

tn iss i les  has been t h e  o b j e c t i v e  o f  a number of  i n v e s t i g a t i o n s  which have rece ived  support 

dur ing  the  pas t  decade th rough Drograns SDOnSored b y  the  A i r  Force  Yysteins Cnmmand'" 

and/or the  Naval A i r  Systems C ~ m m a n d . ~ - ~  The key i h a r a c t e r s t i c s  which must be met by  

n o t e n t i a l  c r u i s e  m i s s i l e  fue l s  have been descr ibed h.v Rurdet te  and coworkers.6 P primar.v 

reouirement i n  t h i s  regard  i s  t h a t  cand ida te  f u e l s  must possess h i g h  n e t  vo lumet r i c  heat 

of combust ion ( p r e f e r a b l y  q r e a t e r  than 160,flOO RTWgal lon)  .' I n  o rde r  t o  meet the  pr imary 

requirement o f  h i g h  net vo lumet r i c  heat o f  combustion, h.vdrocarbon svstems, Cntlm, have 

been souqht t h a t  maximize the  r a t i o  n/m. Rr idged r i n g  ( p o l v c y c l i c )  h.vdrocarbon systems, by 

v i r t u e  o f  t h e i r  h i g h  d e n s i t i e s  (concomitant w i t h  t h e i r  cnmpact s t r u c t i i r e s ) ,  a re  

p a r t i c u l a r l y  p romis ing  cand ida te  fue l s .  Compounds of t h i s  t.voe a1read.v have been u t i l i z e d  

ex tens i ve l y  as f u e l s  f o r  a i r -b rea th ina  m i s s i l e s .  

I n  the  e a r l y  stages o f  ou r  studv, one-pound samples o f  two pa r t i cu la r1 .v  p romis ing  

fuel candidates,  1 ( heptacyc 1 o[ 6.6 .U .n2y6 .03' l3 .n4"l .05 79  .do ,I4] tetradecane, HCTU) and 2 

( p e n t a c y c l o ~ 5 . 4 . 0 . 0 2 ~ ~ . ~ ~ ~ 1 " . n s ~ q l u n d e c a n e ,  PCUO, s t ruc tu res  shown i n  Scheme 1 )  were 

synthesized. Roth 1 and 2 disp1a.v h igh  d e n s i t i e s  (1.26 and 1.23 g - ~ m - ~ ,  r e s p e c t i v e l y ) .  The 

performance o f  each compound as a ramje t  f u e l  has been eva lua ted  b v  personnel  a t  t he  Naval 

Weapons Center.7 In  add i t i on ,  severa l  d e r i v a t i v p s  of l8 and o f  Z9-11 have been s.vnthesized 
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ill our  l aho ra to ry .  

Scheme 1 

I (HCTDI 

One d i f f i c u 1 t . y  a t tendant  w i t h  the  use o f  bo th  HCm and PCUI) as f u e l s  i s  t h e i r  

v o l a t i l i t y .  A l tho i igh  they  are bo th  h igh-mel t inn  so l i ds ,  bo th  h,ydrocarbons sub l ime r e a d i l y  

and can escape from the  b inde r  ( e . g . ,  hvdroxv- te rmina ted  pol,ybutadipne, HTPR) on long 

standino a t  ainhient teirlperature. I n  an e f f o r t  t o  min imize  the  v o l a t i l i t v  o f  theqe s.vstems 

(dnd thereby  t o  improve t h e i r  combustion and storaqe c h a r a c t e r i s t i c s )  w i t h c u t  s a c r i f i c i n g  

o ther  d e s i r a h l e  f u e l  p roper t i es ,  we have undertaken the  svn thes is  o f  HCTD and ?CUD 

ol igo,ners.  We now r e o o r t  on t h e  s y i t h e s i s  of  soine i somer ic  C2?H2* alkenes ob ta ined v i a  

t i tanium-sroinoted reduc t i ve  d imer iza t ion ' '  o f  p o l y c v c l i c  cane rllH2"0 ketnnes and some 

asoects o f  t h e  che in is t rv  o f  t he  alkene dimers thereby  obtained. 

RESULTS & DISCUSSION 

CZ2Hz4 Alkene Dimers Derived fran PCUD-8-one. Our syn thes is  o f  PClJn a lkene dimers, 

ob ta ined v i a  r e a c t i o n  o f  low-va len t  t i t a n i u m  w i t h  PCIUD-8-one ( 3 ) ,  i s  shown i n  Scheme 7. 

Four diiners p o t e n t i a l l y  can r e s u l t  f rom t h i s  reac t i on ,  each o f  which !)assesses a two fo ld  

symmetry e l e w n t  ( c . g . ,  m i r r o r  plane, C2 ax is ,  o r  cen te r  o f  synnietry) .  I n  our  hands, 

t i tanium-orornoted r e d u c t i v e  d imer i za t i on  o f  3 a f fo rded  3 m i x t u r e  o f  diiners, 4a-4d, as 

expected. Care fu l  f r a c t i o n a l  r e c r y s t a l l i z a t i o n  o f  t h i s  m ix tu re  from hexane a f fo rded  a 

s i n g l e  isomer, 4a, mn 214-715 OC, whose s t r u c t u r e  was determined v i a  s i n s l e  c r y s t a l  X-ray 

s t r u c t u r a l  a i1alysis. l '  Pa r t i cu la r1 .v  noteworthy i s  t he  unusua l l y  h iqh  cr.vsta1 densit?, o f  

4a, i .e. ,  1.284 g-cm" ( c a l c u l a t e d  from the  X-rav da ta) .13  
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Scheme 2 

S t r u c t u r e  drawing o f  4a 

4a 4b 4c 4d 

Subseouently, t h e  remaining th ree  isomers ( i  . e ,  4b-4d) were i s o l a t e d  by  a combination 

o f  column chromatographic technioues and f r a c t i o n a l  r e c r y s t a l l i z a t i o n .  U l t i m a t e l y ,  we hope 

t o  o b t a i n  X-ray da ta  t h a t  w i l l  pe rm i t  unequivocal  c h a r a c t e r i z a t i o n  o f  each o f  t h e  th ree  

remaining PCUD d imers .  

Recent ly,  a s tudy  was undertaken o f  e l e c t r o p h i l i c  add i t i ons  t o  these PCUD dimers 

( i n d i v i d u a l l y  and i n  the  gross m i x t u r e  o f  f o u r  dimers t h a t  r e s u l t s  v i a  t i tanium-promoted 

d imer i za t i on  o f  PCUD-8-one). This was done f o r  severa l  reasons: F i r s t ,  i t  was o f  i n t e r e s t  

t o  determine whether s t r u c t u r a l  d i f f e r e n c e s  among the  var ious  dimers would l ead  t o  

d i f f e rences  i n  r e a c t i v i t y  toward t h e  e l e c t r o p h i l i c  reagent,  HX.  I f  t h i s  i s  indeed the  

case, t hen  i t  may be p o s s i b l e  t o  separate one o r  p o s s i b l y  two o f  t h e  dimers from t h e  

m ix tu re  b y  t a k i n g  advantage o f  these d i f f e r e n t i a l  r e a c t i v i t i e s .  Secondly, we a n t i c i p a t e d  

t h a t  Wagner-Meerwein rearrangements migh t  occur i n  carbonium i o n  in te rmed ia tes ,  thereby  

lead ing  t o  t h e  fo rma t ion  o f  i n t e r e s t i n g  new C2* compounds t h a t  a re  no t  e a s i l y  accessed v i a  

d i r e c t ,  t i tan ium-promoted d imer i za t i on  reac t i ons .  F i n a l l y ,  we a re  i n t e r e s t e d  i n  

determin ing  whether o r  n o t  s t r u c t u r a l  d i f f e r e n c e s  among thc va r ious  PCUO dimers might 
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a f f e c t  t he  mode o f  a d d i t i o n  (SJ-I vs. G) o f  HX across t i le  C=C double bond o f  each dimer.  

The r e s u l t s  o f  e l e c t r o p h i l i c  a d d i t i o n  of t r i f l u o r o a c e t i c  a c i d  t o  a m i x t u r e  o f  t h e  

fou r  PCUn dimers (Scheme 2)  are shown i n  Scheme 3. When the  r e a c t i o n  With CF3C07H was 

performed a t  room teintwrature i n  ch lo ro fo rm so lven t ,  a mixtccre o f  t r i f l u o r o a c e t a t e  

adducts (5a and 5b) 

(16.7%). The m i x t u r e  o f  5a and 5b was then sub jec ted  t o  hyd ro l ys i s  w i t h  aaueoiis base, 

thereb.v a f f o r d i n g  a m ix tu re  o f  a lcoho ls ,  6a and 6b. The r e s u l t i n g  m i x t u r e  o f  a l coho ls  was 

ox id i zed  subseauent ly b.y us inp  py r id i r l i um chlorochromate (PCC)  i n  methylene c h l o r i d e  

so lvent .  The product was found t o  be a m ix t i i r e  o f  two isolner ic ketones, 7a and 7b, which 

cou ld  be separated b y  f l a s h  column chroflatography. The s t ruc tu res  o f  7a and 7b each have 

been es tab l i shed  unequ ivoca l l y  by s i n g l e  c r y s t a l  X-ray s t r u c t u r a l  ana lys i s .  

was formed ( 6 W )  along w i t h  a m i x t u r e  o f  two unreac ted  PCUO dimers 

14 

Subsequently, t h e  unreacted dimer ( recovered from the  above reac t i on ;  m i x t u r e  o f  t w o  

isomers) was t r e a t e d  w i t h  t r i f l u o r o a c e t i c  a c i d  i n  r e f l u x i n q  chloroform. A d d i t i o n  o f  

t r i f l u o r o a c e t i c  ac id  t o  t h e  C-C double bond i n  the  m i x t u r e  of dimers occur red  under these 

cond i t ions .  Rasic h y d r o l y s i s  o f  t he  t r i f l u o r o a c e t a t e  adduct fo l lowed hy  o x i d a t i o n  w i t h  PCC 

again a f fo rded  a m i x t u r e  o f  7a and 7b. 

Recent ly,  we have s tud ied  the  Wolf f -Kishner reduc t i on  o f  i s o m e r i c a l l v  Dure ketones 7a 

ar?d 7b. Of p a r t i c u l a r  i n t e r e s t  i s  t h e  f a c t  t h a t  t he  hydrocarhons thereby  ob ta ined d i f f e r  

s u b s t a n t i a l l y  i n  m e l t i n g  p o i n t .  The product o f  b b l f f - K i s h n e r  reduc t i on  of  7a ( i . ? . ,  Ea) 

d isp lays  mp 114-115 OC, whereas the  corresnonding produc t  ob ta ined hy Wol f f -K ishner  

reduc t ion  o f  7b ( i .e. ,  8b) d i s p l a y s  mp 74-75 OC. The s t r u c t u r e  o f  8a has been determined 

by  X-ray c r y s t a l l o g r a p h i c  methods (Scheme 4); the c a l u l a t e d  c r y s t a l  d e n s i t y  of 8a was 

found t o  be 1.290 ~ j - c m - ~ . ' ~  
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Scheme 4 

Structure drawing o f  8a 

C22H24 Alkene Dimers Derived from 03-Trishanocubanone. As an extension of the 

foregoing study, alkene dimers have Seen synthesized via titanium-promoted reductive 

dimerization of the b3-trishomocubanone ( 9 ) .  In this case, only two dimers ri.e., 10a 

(9) and 10b (d,l)] can result From this reaction (Scheme 5 ) .  Indeed, a 1:l mixture of 

10a and 10b was obtained from this reaction. Careful fractional recrystallization of the 

mixture o f  dimers thereb.v obtained from ligroin afforded a single isomer, mp 746 O C .  This 

dimer was shown to p o s s ~ s s  the confipuration (i.e., loa) by sinqle crystal X-ray 

structral analysis.16 Of particular significance is the unusually high calculated crystal 

density of loa, i.e., 1.307 g-~rn-~. 

More recently, the correspondinq d,l dimer, lob, mp 156 O C ,  has heen isolated, and 

its structure has been determined h,y X-ray cr.vstallooraphic nethods (Scheme 5 ) .  

Interestinqly, the calculated crystal density o f  10b (1.269 

than that o f  10a.16 

is sianificantly lower 

Two important results of that have einerqed from the studies described above are 
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Scheme 5 

DIUERS DERIVED FRDU D 3 - ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  

S t r u c t u r e  d r a w i n g  
o f  10a 

S t r u c t u r e  d r a w i n g  
o f  10b 

9 

h 

DENSITY - 1.302 G-CH-3 (CALCD) 

P 

LJ 
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noteworthy.  F i r s t ,  t he  c a l c u l a t e d  c r y s t a l  d e n s i t i e s  o f  PCIJn dimer 4a, o f  t h e  rear ranged 

cage hydrocarbon 8a, and o f  10a and 10b ( i . e . ,  1.284, 1.290, 1.302. and 1.269 

respec t i ve l y )  rank among t h e  h ighes t  known hydrocarbon dens i t i es ;  [compare these va lues  

w i t h  the  d e n s i t i e s  o f  cubane (1.29 g - ~ r n - ~ )  ,17 1,16-dimethyldodecahedrane (1.412 g-cm- ) 

and dodecahedrane (1.448 g-cm-' ) 

3 18 

3 19 I .  
Second, i t  i s  impor tan t  t o  no te  t h a t  a l l  o f  t h e  th ree  d imer i c  alkenes, i.e., 4a, loa ,  

and lob, whose X-ray c r y s t a l  s t ruc tu res  have been determined thus f a r  i n  ou r  stud.v, a re  

a l l  C22H24 isomers t h a t  possess d i s t i n c t l y  d i f f e r e n t  c r y s t a l  d e n s i t i e s .  Any of t h e  

e x i s t i n a  c a l c u l a t i o n a l  methods t h a t  are used t o  es t imate  c r y s t a l  d e n s i t i e s  a re  based upon 

molecu la r  fo r lnu la  and f u n c t i o n a l  group a d d i t i v i t . v  and t h e r e f o r e  are  incapab le  o f  

p r e d i c t i n g  v a r i a t i o n s  i n  d e n s i t i e s  among geometr ic isoaers.2" Hence, c o n t r a r y  t o  the  X-ray 
1 

I 
I c r y s t a l l o g r a p h i c  r e s u l t s  c i t e d  above, o f  our C22H24 isomers are  a r e d i c t e d  b y  any o f  
', 

these inethods t o  possess t h e  same dens i t y .  

S U W Y  8 CONCLUSIONS 

Our e f f o r t s  t o  syn thes ize  ol igomers o f  s t r a i n e d  p o l c y c l i c  cage monomers have r e s u l t e d  

i n  the  syn thes i s  o f  novel  cage alkene dimers 4a-4d, 10a and lob, along w i t h  d e r i v a t i v e s  o f  

these systems. These dimers possess unusua l l y  h igh  c r y s t a l  d e n s i t i e s  and a re  r e l a t i v e l y  

nonvo la t i l e ;  bo th  p r o p e r t i e s  a re  considered t o  be d e s i r a b l e  for new cand ida te  f u e l  

systems. The e l e c t r o p h i l i c  a d d i t i o n  o f  t r i f l u o r o a c e t i c  a c i d  t o  a m i x t u r e  o f  PCUD alkene 

dimers, 4a-4d, has been studied, and several  r e a c t i o n  produc ts  have been cha rac te r i zed  b y  

s i n g l e  c r y s t a l  X-ray s t r u c t u r a l  ana lys is .  Fu ture  s tud ies  w i l l  be d i r e c t e d  toward: ( i )  t h e  

syn thes is  o f  o l igomers o f  HCTD (1 )  and ( i i )  s tud ies  o f  reac t i ons  o f  10a and 10b w i t h  a 

v a r i e t y  of  e l  ec t roph i  1 es . 
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INTRODUCTION 

The detailed chemical reactions that result in fuel deposits are very complex and very poorly 
understood at the present. However, it has been reported by several researchers (1 -6) that 
the reaction usually initiates with a liquid phase oxidation of the fuel, which is promoted by 
dissolved oxygen. Common impurities such as compounds of sulfur, nitrogen, and dissolved 
metals play a role by either accelerating the reactions or affecting the solubility of the 
degradation products. Above 750 K, the deposition reaction is characterized by the pyrolysis 
of hydrocarbon molecules and the scission of hydrogen. 

Mayo and Lan (2) have studied the rates of oxidation and gum formation for different fuels. 
They used t-BU,O, as the initiator and found that some fuels oxidized faster at 100°C than in 
their previous work (7) at 130'C without initiator. They proposed that gum formation starts 
with coupling of two alkyl peroxy radicals in the chain termination of oxidation and that 
growth beyond dimer depends on converting dimer to peroxy radicals by chain propagation. 

The general free radical mechanism agreed upon by several researchers and outlined by 
Foder et. al. (5) is given below. 

Formation of alkyl peroxide: RH + 0, ----> (1 -4 

Initiation: ROOH ----> H O '  + RO (1-b) 

Propagation: H O '  + RH ----> R + H,O (1 -C) 

ROOH 

R O '  + RH ----> R '  + ROH 
R ' + 0, ----> RO, 
RO, . + RH ----> R . + ROOH 

Termination: RO,' + RO,' ----> Products 
R ' + R '  ----> R - R  

A study was done at Advanced Fuel Research, Inc. (AFR) in which Fourier Transform Infrared 
Spectroscopy (FT-IR) and Field Ionization Mass Spectrometry (FIMS) were used to study the 
products from fuel degradation (soluble gums, insoluble gums, and deposits removed on a 
wire collection probe) (8). The results indicated that the wire deposits were primarily long 
chain aliphatics (heavier than the starting fuel), which may be formed by termination steps in 
the above mechanism. The soluble gums were primarily lower molecular weight aliphatics 
and aromatics which are likely formed by the main decomposition steps. The insoluble 
gums were intermediate in character, although more closely resembled the wire deposits. 
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A detailed thermal stability model will require study of additional fuels over a wide range of 
conditions. A preliminary global model was developed to describe the processes influencing 
deposition by extending work done at the United Technologies Research Center (UTRC) (4). 
The UTRC model employed two steps to describe decomposition, step 1 in which fuel plus 
oxygen is converted into a precursor for deposit formation and step 2 in which the precursor 
is converted to deposit. We have added a third step for the decomposition of the precursor 
back to fuel and CO,. In addition, we have added a mass transport step which can limit the 
transport of the precursor to the wall surfaces. 

MODEL DEVELOPMENT 

Because of the difficulty in applying the detailed deposition mechanism cited in Eqs. (1-a) 
through (I-h) to a multi-component fuel, global reaction mechanisms are often postulated. A 
global model is also more appropriate for input into a comprehensive code which also 
includes fluid mechanics and heat transfer. 

A two-step kinetic reaction mechanism has been postulated by Giovanetti and Szetela (4) 
and has been successfully applied to a number of time-temperature histories of the jet fuels. 
There are two major drawbacks of the model: 1) It does not consider any mass transfer 
effects; 2) It does not have possible precursor decomposition reactions which will be relevant 
at high temperatures. 

Marteney and Spadaccini (9) have reported deposition rates for a wide temperature range 
and have found that at temperatures above 645 K, there is a sudden decrease in the 
deposition rate. A similar trend has been found by Taylor (10). This sudden drop could be 
due to possible mass transfer resistances a! high temperatures and/or precursor 
decomposition. Marteney and Spadaccini (9) also studied the effect of fuel flow rate on the 
deposition rate. They found that the peak deposition rate occurred at a lower temperature in 
laminar flow, suggesting that the reaction became mixing limited at elevated temperatures. 

Clark and Thomas (1 1) found evidence that a fuel's behavior in the JFTOT may be 
dominated by physical transport or chemical reaction processes and that the relative 
importance of these two factors is fuel dependent. They found that the weight of the carbon 
deposited per unit flow rate went through a maximum as the flow rate was increased from 1 
ml/min to 11 ml/min. They have explained their results by 3 possible rate limiting steps and 
postulated that the time constant of each step is fuel and flow rate dependent. 

The following summary can be made of the observations on field deposition from the 
experimental data reported in literature. 

1. 

2. 

3. 

4. 

5. 

6. 

The deposition rate goes through a maximum with temperature. 

The deposition rate goes through a maximum with length of the tube. 

The deposition rate at low temperatures declines with prestressing. 

The deposition rate at high temperatures does not change with prestressing. 

The pressure does not appear to exert any influence on the deposition rate. 

The deposition rate changes with flow rate and time of the experiment. Based on 
these observations the following global fuel oxidation and deposition model is 
proposed. 
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where lGFF is given by the following equation 

1/% = l/b/[fuell + d/4/K,,, 

1<1 
Fuel + 0, ----> Precursor + Fuel 

K2 
Precursor + Fuel ----> Deposit + Fuel 

( 2 4  
K3 

Precursor + Fuel ----> Fuel + CO, 

It is assumed that reactions 2-a and 2-b occur in the bulk and reaction 2-c occurs on the 
inner wall surface. For laminar flow, a stagnant layer exists in the vicinity of the wall and the 
mass transfer resistance may be significant for the precursor. 

The time rates of change of the active species are given by 

d[O,]/dt = - K, [fuel] [O,] ( 3 4  

(3-b) 

(3-4 

d[precursor]/dt = & [fuel] [O,] - 6 [precursor] [fuel] - R, 

d[deposit]/dt = 4 [fuel] [precursor], 

where the brackets [I denote concentration in moles/cc and the subscripts denotes the 
concentration at the inner surface of the tube. The mass transfer rate, R, is given by 

R, = K,,, S ([precursor] - [precursorIJ (4-4 

where K,,, is the mass transfer coefficient (cm/sec) and s is surface area per unit volume 
(cm-') 

S = 4/d ( 4 4  

where d is the inner diameter of the tube 

If we equate the mass transfer rate to the deposition rate (assuming steady state), we get 

R, = bFF [precursor] ( 4 4  

The mass transfer coefficient, K,,, is estimated by using heat transfer analogy. 

The Nusselt number for heat transfer for laminar flow is given by the Seider-Tate equation 
(12). The Nusselt number for mass transfer can be written as 

Nu, = 1 .E6 Re'13 Sc'13 (d/L)'13 (5-4 

where Re and Sc are the Reynolds and Schmidt numbers, respectively, and L is the length oi 
the tube. 
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Malteney and Spadaccini (9) have given the heat transfer characteristics of JP-5 and found 
that for the transition and turbulent region, a simple Dittus-BoeRer equation could be used to 
describe the heat transfer charactefistics. 

Thus for the non-laminar region, the Nusselt number for mass transfer can be written as 

Nu, = 0.023 Re0.' ( 5 4  

The mass transfer coefficient, K,,, is then given by the following equation 

K,,, = Nu, D',/d 

where D', is the binary diffusivity of the precursor-fuel system. 

The binary diffusivity can be estimated by Wilke and Chang (13,14) as follows 

D', = (117'3 X lo-'? (Q MJO? 

P V A  "" (6) 

where D', = diffusivity of A in very dilute solution in Solvent B, m2/s, M, = molecular 
weight of solvent, kg/kmol, T = temperature, K, p = solution viscosity, kg/m ' I, v, = solute 
molar volume at normal boiling point, m3/kmol, Q = association factor for solvent and is 1.0 
for unassociated solvents. v A  can be estimated from the molecular formula of the diffusing 
species and the values of atomic and molecular volumes (15). 

MODEL PREDICTIONS 

The experimental data used in the modeling has been taken from the NASA report by 
Giovanetti and Szetela (4). As discussed above, they had proposed a two-step reaction 
model. Their model cuwes are compared with the experimental data for three cases in Figs. 
la ,  2a, 3a, respectively. The experimental data of Fig. 2a was used to calibrate the model 
and hence the fit to it is the best of the three cases. There was a discrepancy in the UTRC 
model. In order to fit the data, the initial oxygen concentration in fuel was assumed to be 
16% of the saturation value. In addition, the mass transfer effects and precursor 
decompositions, which yield lower deposit formation rates at high temperatures were also 
neglected. 

The results of the simulation of the model which included mass transfer effects are shown in 
Figs. 1 b, 2b, and 3b. It can be seen that the model underpredicts the deposit formation at 
high temperatures where mass transfer effects are likely to be important. At low temperature, 
the model predictions are slightly improved. Thus even at the low temperature, some mass 
transfer resistance is present due to the very low velocity used in this experiment. 

When the model constants were fitted in the UTRC work, the mass transfer effects were 
neglected and hence the frequency factor and activation energy for the deposit formation 
reaction were the global rate instead of the true kinetic rate. Consequently, in order to fit the 
data with mass transfer, the frequency factor or activation energy had to be changed. In 
addition, the initial oxygen concentration was made equal to the saturation value. The 
frequency factor of the reaction for deposit formation was kept constant and the activation 
energy was increased from 31,000 kcal/mole to 32,600 kcal/rnole. The results of these 
simulations are given in Figs. IC, 2c, and 3c, respectively. By this change, the experimental 
data at low temperature (low velocity) and high temperature (high velocity) were predicted 
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very well but the data at high temperature (low velocity) showed a leveling effect after 
distance of 60 cm and the model predicted an increasing trend ,of deposit formation even at 
distance of 120 cm. 

The above obsefvation suggested that the leveling off of the deposit formation is due to the 
precursor decomposition. This would also explain the trend of lower deposit formation at 
higher temperatures. A third reaction of precursor decomposition was incorporated in the 
model with the activation energy of 32,600 and frequency factor of 2.0 x 10' . The results of 
these simulations are given in Fig. Id ,  2d, and 3d, respectively. The model now seems to 
predict the data very well for all the three cases. 

Giovanetti and Szetela (4) have also measured the deposit formation for the fuel Suntech A. 
The major differences between fuel Jet A and the fuel Suntech A are in the organic oxygen 
content, the aromatic and paraffins content and in the amount of trace elements. Based on 
the speculations of the various researchers reported in literature, Suntech A would be more 
reactive fuel that Jet A and consequently deposit formation will be higher than Jet A under 
identical stressing conditions. This kind of behavior was found by Giovanetti and Szetela (4) 
and it was reported that the carbon deposition rates for Suntech A were as high as a factor 
of ten greater than those for Jet A. , 
The UTRC model and the AFR model were exercised over two time-temperature histories for 
Suntech A. The deposit formation was underpredicted, which is attributed to the higher 
reactivity of Suntech A than Jet A. The fuel reactivity would influence the rate of the 
precursor formation and possibly of deposit formation. Hence the rates of these reactions 
were increased 40 times by increasing the frequency factor. The results of these simulations 
are shown in Figs. 4a and 4b. The low temperature deposit formation is predicted very well 
but the high temperature data are underpredicted. 

Since Suntech A had a higher organic oxygen content than Jet A and the chemical 
composition was different (i.e. more aromatic than Jet A), the oxygen solubility and/or initial 
precursor concentration could be different. In our model, the initial precursor concentration 
is assumed to be zero. Hence the initial oxygen concentration was doubled and the rates of 
precursor and deposit formation were increased 20 times in the Jet A parameters. The 
results of these simulations are shown in Figs. 4c and 4d. The low temperature data is 
predicted equally well but the predictions at high temperatures are greatly improved. This 
result suggests that the knowledge of precursor concentration in the fuel may be important 
and the deposit formation may be greatly enhanced if the oxygen solubility in the fuel is 
higher and/or the fuel contains oxygenated species to begin with. 

Sensitivitv Analvsis - The AFR model is a three reaction model which also includes mass 
transfer effects. A preliminary sensitivity analysis for the reaction parameters was done by 
varying the frequency factor so that the rate constants were increased by an order of 
magnitude on either side of the base case. The mass transfer effects were studied by 
varying the diffusivity. 

[a) Variations in Diffusivity - This was achieved by varying the constant in the Stokes- 
Einstein (16) equation (DA,le/T = Constant). The base case used for the sensitivity analysis 
was that of fuel Jet A under high temperature and low velocity conditions where the mass 
transfer effects will have the maximum impact on deposit formation. Since the binary 
diffusivity of the precursor in the fuel is estimated by correlation, the sensitivity of this 
estimation was done and is shown in Fig. 5a. The effect of increasing the diffusivity 
significantly increases the amount of deposit formation and this clearly shows the base 
case chosen is mass transfer limited as expected. 
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[bl Variations in Af l )  - The rate constant, K,, of the reaction forming precursor was varied 
by varying the frequency factor. The results are shown in Fig. 5b. It is interesting to note 
that lowering the rate constant by an order of magnitude results in significantly lowering the 
amount of deposit formation but increasing by an order of magnitude does not change the 
amount of deposit formation very much. This suggests that the precursor formation rate 
i s  not always limiting the deposition process. 

[cl Variations in Af2) - The rate constant, 4, of the reaction forming deposit was varied by 
varying the frequency factor. The results are shown in Fig. 5c. An effect similar to that 
observed for the variation of K, is seen for variation of &. Even though 5 was increased by 
an order of magnitude, the amount of deposit formation did not increase very much. This 
reinforces the fact that the base case is mass transfer limited. Lowering of &, however, did 
decrease the amount of deposit formation. 

[dl Variations in Af3) - The rate constant, 4, of the reaction involving precursor 
decomposition was varied by varying the frequency factor. The results are shown in Fig. 5d. 
Since increasing this rate reduces the precursor concentration, the deposit formation is 
reduced. Lowering the rate by an order of magnitude does not increase the deposit 
formation by a large amount but increasing the rate did decrease the deposit formation. 

Predictions of AFR Data - The results shown in Fig. 6 show that the model can predict the 
maximum in deposit measured in our experiments (8,17). This maximum cannot be 
predicted by the UTRC model. 

SUMMARY 

A preliminary global model was developed extending the work done at UTRC. This new 
model which includes mass transfer and a precursor decomposition step can predict 
variations in deposit formation with fuel type, flow rate, residence time, and temperature-time 
history. This initial modeling effort has indicated that the measurement of the deposit 
precursors in addition to the deposit formation is clearly needed for model discrimination 
purposes. The use of on-line FT-IR diagnostics used in a related study (8,17) will help to  
identify the different precursors and their concentration behavior with temperature and 
residence time. 
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Figure 1. Predicted and Measured Deposit Species Concentration -Tube  Position Histories for J e t  
A Flowing in a Heated Tube - Low Temperature and Low Velocity Condition. a) UTRC Model (02) 
init = 2.253-7 moledcc, E(2) = 31.000 caldgmole, E(3) = 0 caldgmole, b) AFR Model (02) init = 
2.253-7 moledcc, E(2) = 31,000 caldgmole, E(3) = 0 caldgmole, c) AFR Model (02) init = 1.40E-6 
moledcc, E(2) = 32,600 caldgmole, E(3) = 0 caldgmole, and d) AFR Model (02) init = 1.40E-6 
moledcc, E(2) = 32,600 caldgmole, E(3) = 32,600caIdgmole. Data from Ref. 4. 

Figure'2. Predicted and Measured Deposit Species Concentration -Tube Position Histories for J e t  
A Flowing in a Heated Tube - High Temperature and Low Velocity Condition. a) UTRC Model 
(02) init = 2.253-7 moledcc, E(2) = 31.000 caldgmole, E(3) = 0 caldgmole, b) AFR Model (02) init = 
2.25E-7 moledcc, E(2) = 31,000 caldgmole, E(3) = 0 caldgmole, e) AFR Model (02) init = 1.40E-6 
moledcc, E(2) = 32,600 caldgmole, E(3) = 0 caldgmole, and d) AFR Model (02) init = 1.40E-6 
moles/cc, E(2) = 32,600 caldgmole, E(3) = 32,600caldgmoIe. Data from Ref. 4. 
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Figure 4. Predicted and Measured Deposit Species Concentration - Tube Position Histones for 
Suntech A Flowing in a Heated Tube - Low Velocity Condition. E(1) = 17,000 caldgmole, E(2) = 
32,600 cals/gmole, E(3) = 32,600 caldgmole and A(3) = 0.2 E15. a and c are Low Temperature and b 
and d are High Temperature Conditions. 
A(2) = 0.8E16 and c and d)  (02) init = 2.803-6 moledcc, A(1) = 0.07E12, A(2) = 0.4E16. Data from 
Ref. 4. 

a and b) (0,) init = 1.40E-6 moledcc, A(1) = 0.14E12, 
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Figure. 5. Effect on Deposit Formation of: a) Difisivity, DAB, b) Rate Constant, k 
Constant, k2 and d) Rate Constant, k3 for Fuel Jet A under High Temperature a n g l o w  Velocity 
Conditions. Base Case: Dmfl  = 0.334E-9. A(1) = 0.35E10, A(2) = 0.2E15, A(3) = 0.2E15. Data from 
Ref. 4. 
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Figure 6. Comparison of AFR Model Predictions with Deposition Rate 
for Aerated JP-5. 
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A Review of ComDutational Auuroaches for 
Chemicallv Reactiner Flows 

R. W. Claus 
NASA Lewis Research Center, Cleveland, Ohio 

INTRODUCTION 

Three-dimensional combustor calculations invlove detailed modeling of several 
important physical processes. Airflow, chemical reactions, fuel sprays, and turbu- 
lence are just a few of the physical processes that must be described. Many of 
these processes occur on both a molecular and a macroscopic scale. To exactly 
describe these processes numerically, one must resolve these scales on a computa- 
tional mesh. This is clearly beyound current computational resources. To make the 
computational task tractable, we introduce modeling assumptions. These modeling 
assumptions limit the generality of the computational flow code, but it is hoped 
that the dominant physics remain correctly represented. 

Modeling assumptions are only the first limit of generality introduced when 
developing a combustor flow code. A further limit is introduced by the need to  
approximate the modeled equations before they are solved numerically. This ap- 
proximation process can significantly affect the accuracy of a model prediction. 

In view of all these factors, a combustor designer cannot be expected to fully 
embrace a computer model prediction. If a clear distinction between modeling errors 
and numerical approximation errors cannot be made, then the designer is left with 
a very unreliable computational tool. 

The tremeduous growth in computing power, however, has significantly im- 
proved our ability to address these issues. Faster computational speeds and larger 
memories has permitted the development of more complex turbulence/reaction 
models and the use of finer computational meshes. As a consequence, a new gen- 
eration of computational tools are becoming available for the design of both high 
and low speed combustors. This review will examine some recent improvements in 
combustion models while noting some of the remaining roadblocks. 

Discussion 

This review will initially focus on the issues being examined in low speed com- 
bustion systems, and then will review some of the work being done for high speed 
applications. This review is not all inclusive but should be representative of the 
current state-of-the-art used in combustion system design. 
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Subsonic Combustion 

The lack of shock waves and the frequently imposed assumption that acoustic 
waves can be neglected, significantly reduces the computational burden for subsonic 
reacting flows. Before examining reaction models, it is instructive to examine how 
well a few typical flow fields can be numerically predicted. 

A number of alternatives exist to solve the fluid flow equations. The main 
distinguishing characteristic is how turbulence is represented. The most common 
approach and the least computationally taxing is to either time or Favre average 
the Navier Stokes equations. Closure for this class of flow codes employs some type 
of multi-equation turbulence model, the most common being a two-equation model, 
ref. 1. Figure 1 displays the results of a three-dimensional flow calculation compared 
to  experimental data. The calculations were made using a two-equation turbulence 
model for two different geometries. Although the flows are highly similar, the nu- 
merical results are significantly different. To examine the effect of mesh refinement, 
the geometry with the least favorable agreement was used in an extensive mesh re- 
finement study. Figure 2 displays the results of a series of progressively finer meshes. 
Figure 2a indicates that  the mean flow field variables show significant improvement 
with mesh refinement. The same is true for fluctuating flow quantities as seen in 
figure 2b. While the trend with mesh refinement is encouraging, it is important 
to keep in mind the fact that this calculation was for a single, three-dimensional 
jet-in-crossflow, while a complete combustion system contains many jets and other 
complex flow features. It is impractical to  consider using as many as 2 million mesh 
points for every complex feature of a typical combustor. 

Even if one has sufficient mesh resolution, a two-equation turbulence model is 
inappropiate for many flows. Figure 3 displays a comparison between a calculated 
turbulence kinetic energy and experimental data for a two-dimensional, bluff-body, 
flow field, ref. 2. There is a large region in the flow field where there is a signif- 
icant discrepancy between experiment and calculation. Mesh refinement does not 
significantly improve the comparison. The disagreement has been conjectured t o  be 
due to large scale vortical structures in the flow field. This bluff body type of flow 
field is sensitive to instabilities that produce vortical structures that can alter the 
development of the flow. 

Whether or not these structures are defined as turbulence, it is clear that for 
some flows it is important to include these structures in the calculation. There 
are two computational alternatives to include these structures. The first, and most 
practical, is a Large Eddy Simulation (LES). Large Eddy Simulations involve the 
solution of the time-accurate, Navier Stokes equations to directly resolve the large 
scale structures and some form of a turbulence model is used to  represent more 
“universal” small scale structures. But even for this class of computations, the lim- 
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itation remains the turbulence closure used to represent the so-called “universal” 
small scales. Figure 4 displays the results of a Large Eddy Simulation where both 
the vortical structure resolved in the calculation and the energy imparted by the 
turbulence model is shown, ref. 3. The large scale vortices resolved in the calcu- 
lation agree fairly well with experimental data, but the energy in the turbulence 
model forms in the incorrect locations. Experimental evidence indicates that the 
turbulence model should form maximums in the braid region of the vortical struc- 
ture, but the calculations indicate iiiaxiinums in the core of the vortices. A sccond, 
and less practical approach, to resolve large scale structures is Direct Numerical 
Simulation (DNS). Direct Numerical Simulations resolve all scales of turbulence on 
a computational mesh and as a consequence this technique is only applicable for 
low Reynolds number flows. DNS will not be used to calculate real combustor flow 
fields, but it may be used to develop more appropriate turbulence models. For 
example, figure 5 displays the results of a Direct Numerical Simulation where sev- 
eral types of perturbations were added to a flow field to augment the amount of 
product formed, ref. 4. A dashed type in the figure indicates what would happen if 
just natural noise was used in the flow. Apparently, the amount of product that is 
formed can be increased by several factors if the proper forms of forcing are used. 
In an analogous manner Direct Numerical Simulations can be used to test reaction 
closures, ref. 5. 
Supersonic Combustion 

Supersonic combustion certainly imposes severe demands on computational 
analysis. Although the effect of turbulence may be reduced, ref. 6., it does not 
go away. Shock waves and the need for detailled finite rate chemistry add large 
demands for additional mesh resolution and long running times. 

A flow field that is analogous to the one examined for subsonic flows is the 
supersonic jet in cross flow. Figure 6 displays the results of a calculation compared 
with experimental data from ref. 7. The predictions are for a scalar tracing the jet 
penetration. The contour level that pentrates the furthest should be compared to  
the data points. The comparison is very good, but it should be noted that these 
results are sensitive to mesh refinement. Other flow fields where the blowing rate 
of the jet is changed are not as well predicted. 

With the combined requirement to treat finite rate chemistry and turbulence in 
compressible flows, Probability Density Function (PDF) methods are being devel- 
oped for high speed flow codes. Some preliminary calculations, using this technique, 
have shown very promising results for some simple flows. It remains to be seen if 
an approach that is this computationally difficult can be usefully included into a 
design process. 
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Concluding Remarks 

The computational approaches that can be used to calculate both subsonic 
and supersonic reacting flows have been examined. In general, it has been shown 
that none of these approaches are perfect, but the technology is rapidly developing. 
The most promising approaches to improved computational accuracy have been 
illustrated. 

References 

[l] Launder, B. E. and Spalding, D.B.,“The Numerical Computation of Turbulent 
Flows,” Computer Methods in Applied Mechanics and Engineering, 3, 1974, 
pp. 269-289. 

121 Claus, R.W., “Modeling lhrbulent, Reacting Flow,” in Combustion Funda- 
mentals, NASA CP 2433, 1985, pp. 31-46. 

13) Claus, R.W., Huang, P.G. and MacInnes, J.M.,“Time-Accurate Simulations of 
a Shear Layer Forced at a Single Ftequency,” NASA T M  100836, 1988. 

[4] Claus, R.W., ”Response of a Chemically Reacting Shear Layer to Streamwise 
Vorticity,” AIAA paper no. AIAA-89-0978, 1989. 

151 Riley, J.J. and Metcalfe, R.W., “Direct Simulations of Chemically Reacting 
Turbulent Mixing Layers,” NASA CR-174640, 1984. 

(61 Papamoschou, D., “Experimental Investigation of Heterogeneous Compressible 
Shear Layers,” Ph. D. Thesis 1986. 

[7] Yu, S-T, Tsai, Y-L, Shuen, J-S, “Three-Dimensional Calculation of Supersonic 
Reacting Flows Using an LU Scheme, AIAA paper no. AIAA-89-0391, 1989. 

968 

I 



2 1 0 1 1 2 1 0 1 Y  
in 

la1 FEt El. 1 0 )  RW OF En. 

Figure 1. Comparison between experiment and calculation for two parametrically 
different three-dimensional low fields. 

0 1  0 8  1.2 I B  
AXIAL "LLOClW ("/U.) 

A)  Mean field comparison. 

- I  0 I 2  3 4 5 6 7 
AXIAL OISTAHCC X/O 

B )  Turbulence comparison. 

Figure 2. The effect of mesh refinement on a comparison with experiemental data 
for a jet-in-crossflow. 

Figure 3. Comparison of a laboratory experiment with numerical prediction for a 
two-dimensional flow field. 
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B) Turbulence kinetic energy. 
Figure 4. Results of a Large Eddy Simulation of a forced shear layer. 
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THE CALCULATION OF 
HIGH-TEMPERATURE REACTION RATE CONSTANTS 
USING AB INITIO POTENTIAL ENERGY SURFACES: 

EXAMPLES FOR AIR AND HYDROGEN-AIR SYSTEMS 

Richard L. Jaffe 
NASA Ames Research Center 

Moffett Field, CA 04035 
and 

Ronald J. Duchovic and Stephen P. Walch 
ELORET Institute 

Sunnyvale, CA 94087 

NASA has always been concerned with the  development of new concepts for 
spacecraft and hypersonic aircraft. Vehicles and propulsion systems currently under 
investigation[ 1,2] would use novel combustion systems such as the air-breathing su- 
personic combustion ramjet engine (SCRAMjet) and fuels such as hydrogen. These 
vehicles would undergo prolonged operation in the low-density air regime where 
thermal and chemical equilibrium may not be maintained[3], both in the boundary 
layer outside the vehicle and inside the combustor. It is also not possible to com- 
pletely duplicate these flight conditions in ground-based test facilities such as shock 
tunnels or arc-jets. As a result, extensive computer simulations of the air foil and 
engine performance are being used in the development and design of these vehicles. 
In order to properly account for the non-equilibrium effects, detailed chemical mod- 
els must be incorporated into the computational fluid dynamics (CFD) equations. 

One of the tasks undertaken by the Computational Chemistry Branch at 
NASA Ames Research Center is to provide critically needed chemical and phys- 
ical data for the CFD models that are being used to simulate the performance of 
these hypersonic vehicles. In order to reliably predict cross sections and rate con- 
stants for the important high-temperature collisional processes we use a three-step 
approach[4] as outlined below. 

First it is necessary to determine an accurate potential energy surface (PES) 
for the reaction system as described in a previous paper of this symposium by 
Walch e t  al. The PES gives a measure of the net interatomic forces between the 
colliding atomic and molecular species. It is usually determined, for a small set of 
selected atomic geometries, as discrete energies resulting from large-scale ab initio 
quantum chemical calculations. Often these data points are clustered around the 
saddle point or along the minimum energy path (MEP) connecting reactant and 
product geometries. The energy difference between the reactants and saddle point 
is generally comparable to the experimental activation energy. 

Second, an interpolating function must be developed to provide values of the 
interaction energy at any atomic geometry required by the specific reaction dynam- 
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ics model being used. The determination of the interpolating function is not an easy 
task and depends, to a certain extent, on the amount of ab initio data available as 
well as the nature of the system studied. In the present study, we have used the 
valence-bond derived LEPS[5] and the Sorbie-Murre11 (SM)[6] approach to repre- 
sent global PES and piecewise polynomial fits to  represent regions around the saddle 
point or along the MEP. In the LEPS method, electronically excited diatomic frag- 
ment potential energy curves are treated as adjustable fitting functions to control 
the topography of the PES. Their parameters are adjusted to  reproduce the saddle 
point geometry and height, if it is known, and/or some experimental measure of 
the reaction dynamics such as a product scattering angle or product internal state 
distribution. The LEPS method is generally satisfactory for simple atom-diatom 
exchange reactions occurring on purely repulsive potential energy surfaces. How- 
ever, if a collinear approach between reactants is not favored, or if intermediate 
complex formation is possible, the PES cannot usually be represented by the LEPS 
method. A more promising method for general systems is the SM method, which 
is based on the sum of an arbitrary series of terms describing all possible 2-body to 
n-body interactions. The increased flexibility of treating each term separately is a 
powerful feature of the method. 

The final step in  the proceedure is the calculation of reaction dynamics and 
kinetics. In general, the reaction dynamics is treated using classical mechanics[7] 
which should not cause a significant error, especially for collisions well above thresh- 
old. Furthermore, in spite of the fact that systems containing hydrogen atoms may 
have important quantum effects, such as tunneling, we expect that the calculated 
rate constants should still be accurate at high temperatures. We also use statistical 
models such as canonical variational transition state theory (CVT)[8] to calculate 
rate constants. The statistical models allow for the inclusion of quantization of 
energy levels and corrections for tunneling in an approximate manner. 

The classical trajectory method has been a standard approach for the calcu- 
lation of the dynamics and kinetics of gas phase collisions of small molecules for 
more than 30 years. The calculations consist of integrating the classical equations 
of motion for an isolated collision between the reactant species. The propagation 
of these equations in time for a set of initial coordinates and momenta is called 
the calculation of a single trajectory and corresponds to the motion of the colliding 
species over a time period of N 1 ps. Through the application of appropriate ran- 
dom sampling techniques, the behavior of an ensemble of molecules with a collision 
frequency of 1OZos-’ can be simulated by on the order of lo4 trajectories. 

Statistical models of chemical kinetics such as transition state theory have 
been in existence for more than 50 years. However, for the last 10 years, Truhlar 
and coworkers have systematized numerous models and concepts under the label of 
variational transition state theories (VTST)[8]. In this model, the optimal transition 
state is chosen to be the location along the intrinsic reaction path for which the free 
energy is minimized. Some versions of VTST use quantized anharmonic descriptions 
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of the transition state energy levels and include tunneling corrections. The VTST 
model has been thoroughly tested for elementary gas phase reactions and shown to 
be in agreement with experimental data and the results of classical and quantum 
scattering calculations. 

In this presentation we first demonstrate the computational methods and give 
details of the calculations using the air exchange reaction 

N + 0 2 + N O + O  

as an example. Walch and JafFe[S] have completed ab initio calculations for this 
system of the two low-lying PES that connect the ground electronic states of reac- 
tants and products. These are the 'A' and 4A' surfaces with saddle points energies 
of 10.2 and 18.0 kcal/mol, respectively, referenced to the minimum in the N + 0 2  

asymptote (it was estimated that the calculated 'A' saddle point energy is too high 
by M 2-3 kcal/mol). The MEP for both surfaces favored a 110" approach of the re- 
actants. An additional complicating factor for the 'A' PES is the presence of a deep 
potential well corresponding to the ground electronic state of the NO2 molecule. 

Fits to both N - 0 - 0 surfaces were obtained using a modification[lO] of the 
LEPS approach: an additional angle dependent term was added to shift the favored 
angle of approach from collinear to 110". The resulting potential energy function 
provided a satisfactory representation of the PES for the 4A' surface where only a 
small amount of ab initio data was available. It was not, however, satisfactory for 
the 'A' PES. For that case, a more elaborate formulation based on the SM method 
has been developed[ll]. As of this writing, the improved N-0 -0  doublet potential 
energy function has not yet been used for trajectory calculations. 

We have computed thermal rate constants for the N + 0 2  reaction based on 
ensembles of 5000 trajectories at each temperature. The results shown in Figure 1 
are the combined rate constants for exchange and dissociation. The rate constants 
for reaction occurring on the 'A' and 4A' surfaces have been combined with the 
proper degeneracy factors of 1/6 and 1/3, respectively. Below 2000 K reaction on 
the quartet surface makes little contribution to the overall rate constant because of 
the higher energy barrier. However, the larger degeneracy factor causes this process 
to become dominant at temperatures greater than 3000 K. Dissociation does not 
contribute significantly at temperatures below 5000 K. As can be seen from the 
figure, the agreement between the calculated and measured rate constants[l2,13] is 
quite good. Calculations of VTST rate constants for this reaction are in progress. 

. 

In addition, statistical calculations of the rate constants for the reactions: 

H t 0 2  --+ [HOz] +OH + 0 

and 

will be presented. The former is an important chain branching step in Hz/Oz 
combustion. Wc have computed high-pressure limiting rate constants for HOz 

H2 t 0 2  --t H + HOz 
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Figure 3. A comparison of the theoretical and experimental rate constants for 
N -t 0 2  --+NO + 0. 

formation using the MEP from nb initio PES calculations(l4,lS] and will also report 
VTST calculations for the exchange reaction. These results will be discussed in 
terms of the discrepencies in the measured high-temperature rate constants. The 
latter reaction has been suggested as the initiation step in the H2 -+ 0.1 reaction 
mechanism. However, no experimental data exist for this pmcess. 
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A B  INITIO POTENTIAL ENERGY SURFACES FOR CHEMICAL REACTIONS 

Stephen P. Walch t and Ronald J.Duchovic t 
Eloret Institute, Sunnyvale, CA 94087 
and 
Celeste McMichael Rohlfing 
Sandia National Laboratories, Livermore, CA 94551-0969 

NASA is currently pursuing programs of interplanetary exploration and 
manned flight which require a detailed understanding of the physics and chem- 
istry occurring in hypersonic flow fields. Specifically, research efforts have focused 
on the bow shock layers which form in front of hypersonic vehicles and on the 
combustion processes of the supersonic combustion ramjet (SCRAMjet) which will 
power a future generation hypersonic aircraft. .The chemistry of the hypersonic 
flow problem is particularly complex because the reactant species are expected to 
have non-equilibrium rovibrational distributions [l] under conditions of tempera- 
ture, pressure, and flow rates which make the experimental measurement of reaction 
rates extremely difficult. In the case of the SCRAMjet, the short residence times 
make finite rate chemistry critical to the design of the engine. Consequently, the cal- 
culation of reaction rates from first principles has become an important component 
of the NASA research program. 

Ab initio calculations designed to investigate the potential energy surfaces 
(PESs) of a number of reactions involving hydrogen, oxygen, and nitrogen have 
now been completed. In particular, the following reactions will be discussed: 

N + O z + N O + O  (1) 

Hz + 0 2  ---t H + HOz 

H + 0 2  + [HOz] + OH + O  

Reaction (1) is an important process in the high temperature chemistry of the bow 
shock layer created by the passage of hypersonic vehicles through atmospheres whose 
components include nitrogen and oxygen. Reaction (2) is an initiation step while 

t Mailing address: NASA Ames Research Center, Moffett Field, CA, 94035 
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reaction (3) represents a critical chain-branching step in the Hz/02 combustion 
process. Reaction (4) is a possible two-step mechanism (chaperon mechanism) for 
the termolecular recombination of H atoms in the presence of NZ (H + H + NZ + 

Hz + Nz). 

The calculation of reaction rates from first principles relies on both ab initio 
electronic structure theory and an appropriate dynamical theory. The first step 
requires the calculation of accurate approximations to the potential energy for a 
limited number of selected geometrical arrangements of the atoms involved in the 
reaction. One of several available dynamical techniques is then chosen to calculate 
the rate of reaction. The choice of technique is dictated both by the nature of the 
reaction under investigation and by the completeness of the calculated ab initio 
PES. If the calculated data is limited to the stationary points of the PES, a local 
representation of the PES in the neighborhood of these stationary points is deter- 
mined, allowing the use of only the most elementary statistical theories to calculate 
the rate of reaction. If there is sufficient information to characterize accurately the 
minimum energy path (MEP) of the reaction, then either reaction path Hamilto- 
nian methods or more sophisticated statistical methods can be employed in the rate 
calculation. Finally, if the ab initio data is sufficiently complete to permit the de- 
velopment of a global representation of the PES, then either classical trajectory or 
quantum scattering methods can be utilized to calculate the rate of reaction. Jaffe 
et al. will discuss the second stage of this computational procedure in a separate 
paper to be presented in these proceedings. 

While the details of the ab initio computations are reported in Ref. 2-5, a 
brief summary of the methodology is given here. The zero-order wave function is 
a complete active space self-consistent field (CASSCF) wave function. For a given 
choice of active orbitals, every possible configuration which can be constructed 
by distributing the active electrons among these active orbitals is included in the 
wave function. The orbitals and mixing coefficients of the configuration interaction 
(CI) expansion are then optimized. The orbitals themselves are expanded in a 
finite set of atom-centered basis functions. While a basis set constructed from 
a segmented contraction of primitive functions was used in the study of reaction 
(l), the remaining calculations discussed here utilized basis functions derived from 
the natural orbitals of CI calculations performed on the atoms (for H atom, these 
calculations were performed on the Hz molecule). The CASSCF calculation is then 
followed by a multireference contracted CI calculation (CCI) which allows single and 
double excitations from the set of reference configurations (the set of configurations 
which are most important in the CASSCF wave function). 

Walch and JafTe [2] have completed ab initio calculations for the 2A' and 4A' 
PESs of reaction (1). These calculations indicated that the 'A' surface has an early 
barrier of 10.2 kcal/mol, while the 4A' surface exhibits a barrier of 18.0 kcal/mol 
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(Note that none of the energies discussed in this paper include corrections for zero- 
point energy.). Initial global representations of these two surfaces (modified LEPS 
potential functions) have been constructed and used in a preliminary examination (61 
of the kinetics of this reaction. Further, a more accurate functional representation 
of the 'A' surface has been completed recently [7] and will be used in future studies 
supporting the development of aeroassisted orbital transfer vehicles (AOTVs). 

An earlier ab initio study [8] of reaction (2) identified a saddle point geometry 
which resembles the H 4- HOz reactant configuration and a barrier of 6.3 kcal/mol. 
A conventional transition state theory calculation (including a Wigner tunneling 
correction) which treated the barrier height as an adjustable parameter required a 
barrier of N 2.7 kcal/mol in order to reproduce the reaction rate measured exper- 
imentally a t  room temperature. The present ab initio calculations, using a larger 
basis set, estimate the barrier height to be 3.7 kcal/mol. 

The MEP for H atom addition to 0 2  is very similar to that found in an earlier 
study [Q] of the same reaction. At large H-02 separations, the H atom initially 
approaches the 0 2  molecule at an HOO angle of N 119 ". This angle gradually 
decreases to N 104 O ,  while roo gradually increases as the HO bond forms. These 
calculations (at the CCI lcvcl of theory) exhibit a barrier to €1 atom addition of 
N 0.4 kcal/mol. 

Two additional regions of the PES for reaction (3) which have not been stud- 
ied previously were investigated in the current work. The first is the region which 
governs the exchange of the H atom between the two oxygen atoms. The saddle 
point for this process is found to be N 13 kcal/mol below the H + 0 2  asymp- 
tote, making this region of the PES accessible during the formation of [HOz] from 
both H + 0 2  and OH + 0. The second region is the OH + 0 channel which is 
complicated by the competition between a long-range classical electrostatic force 
(a dipole-quadrupole interaction) which favors a linear OH-0 geometry, and the 
short-range chemical bonding interaction which favors a bent [HOz] species. 

The HNz species (reaction (4a)) is found to lie N 3.0 kcal/mol above the H + 
NZ asymptote with a barrier of x 12 kcal/mol between HNz and H + N2. This cal- 
culated potential well contains six quasibound (harmonic) vibrational energy levels. 
A conventional transition state theory calculation which approximated tunneling 
with a one-dimensional Eckart model estimates the lifetime of HNz in the lowest 
vibrational level to be less than 6 x s. This result is consistent with a recent 
experimental [lo] estimate of less than 5 x s for this lifetime. 

A plot of the potential energy for reaction (4b) is shown in the figure. There 
are four pathways, three of which lead to  stable NzHz species, and a fourth which 
leads to  HZ t Nz. It is expected that reaction (4b) will lead to stabilized HZ since 
the excess energy of the reactants can be dissipated either as relative tra.nslationa1 
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Figure 1. Plot of the potential energy for reaction (4b). In the left half of the 
figure the HNz geometry is held fixed near its optimal geometry and the H to Nz 
center of mass distance, r, as well as the angle, 0, are varied. In the right half of 
the figure, 0 is held fixed at 45" while T and rNH are varied. 

energy or rovibrational energy in the products. Because there is no potential energy 
barrier to the formation of Hz + Nz, it might be expected that the production 
of Hz will occur at or near the gas kinetic collision frequency. Estimates of the 
formation and dissociation rates of HN2 combined with an estimate of the rate for 
reaction (4b) would yield an overall termolecular rate (chaperon mechanism) for 
the recombination of H atoms in the presence of Nz. 
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CRITICAL REACTION RATES 
IN HYPERSONIC COMBUSTION CHEMISTRY 

Richard C. Oldenborg, David M. Harradine, Gary W. Loge, 
John L. Lyman, Garry L. Schott. and Kenneth R. Winn 

Los Alamos National Laboratory 
Los Alamos, New Mexico 87545 

INTRODUCTION: 

High Mach number flight requires that the scramjet propulsion system operate at a 
relatively low static inlet pressure and a high inlet temperature. These two constraints 
can lead to extremely high temperatures in the combustor, yielding high densities of 
radical species and correspondingly poor chemical combustion efficiency. As the tern- 
perature drops in the nozzle expansion, recombination of these excess radicals can 
produce more product species, higher heat yield, and potentially more thrust. The 
extent to which the chemical efficiency can be enhanced in the nozzle expansion 
depends directly on the rate of the radical recombination reactions. 

Radical recombination reactions rely on collisions to stabilize products, and 
consequently the rates of these reactions are, in general, pressure dependent. The 
low pressures inherent in high Mach number, high altitude flight can, therefore, slow 
these reaction rates significantly, relative to their rates in more conventional propulsion 
systems. This slowing of the chemistry is further compounded because high Mach 
number flight also implies high internal velocities that result in very short residence 
times (millisecond time range) in a hypersonic engine. Consequently, the finite rates 
of these chemical reactions may be a limiting factor in the extraction of the available 
chemical energy. A comprehensive assessment of the important chemical processes 
and an experimental validation of the critical rate parameters is therefore required if 
accurate predictions of scramjet performance are to be obtained. 

IDENTIFICATION OF CRITICAL REACTIONS: 

A chemical kinetics computer simulation code has been employed for modeling the 
hydrogen/air combustion in a basic hypersonic ramjet engine design. The code 
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models the kinetics and thermomechanics of premixed, quasi-one dimensional, time- 
steady streamline segments. Details of the calculations and the reaction rate 
constants employed are presented elsewhere [l]. The code is far simpler than 
conventional CFD codes, and does not consider the effects of mixing, conduction, 
convection, or diffusion. Our motivation is not to accurately predict scramjet perfor- 
mance, but to assess the role of finite-rate chemistry in the combustion process and to 
identify key rate-limiting steps in the combustion process. 

Using this code, comparisons were made, for a variety of engine designs and flight 
conditions, between calculations involving finite-rate chemistry and those in which 
equilibrium conditions are maintained. In particular, radical densities and the energy 
yield, Le., the fraction of the maximum possible heat of combustion achieved, were 
examined. From these comparisons, we find that the use of finite-rate chemistry 
models in the combustor section has only a minimal effect on the predicted perfor- 
mance. In contrast, very large differences are observed in the nozzle expansion, 
driven by the rapid drop in pressure and temperature. The finite-rate chemistry model 
predicts significantly higher radical concentrations at the nozzle exit, with a 
corresponding decrease in energy yield. 

A sensitivity analysis of the chemical reaction model was conducted to identify 
which reactions are the key rate-limiting steps in the heat release mechanism during 
the nozzle expansion. Most of the bimolecular reactions, such as 

OH + H, t) H + H,O (1). 

were found to be very fast under typical scramjet operating conditions and tend to 
reach a partial equilibrium. Consequently, the exact magnitude of the bimolecular 
reaction rate constants that are involved should have little impact on the overall 
chemistry. In contrast, four termolecular radical recombination reactions were found to 
be particularly rate- and, therefore, performance-limiting. These critical limiting 
reactions are: 

H + OH + M + H 2 0  + M 

H + H + M --f H, + M 

H + 0, + M --f H0, + M 
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H + 0 + M + O H  + M (5). 
I 

The important collision partners, collectively denoted as M in the above expressions, 
are H,O, N,, H,, and possible H-atoms under typical hypersonic combustion condi- 
tions. The relative importance of these four reactions varies with equivalence ratio. All 
tend to be significant under stoichiometric conditions. As might be expected, the 
importance of reaction (3) decreases in fuel lean conditions, while reactions (4) and 
(5) decrease in fuel rich conditions. 

The exact rate constants for these selected reactions that are used in the simula- 
tions can dramatically affect predicted combustion efficiency and engine performance. 
It is therefore of critical importance that the rate constants for these reactions be well 
determined if accurate predictions of scramjet performance are to be obtained. 

The accuracy to which the rate constants for these processes are presently known 
was examined. Figure 1 summarizes the published data acquired over the past half 
century for reaction (2), where M = H,O. For references to the original studies from 
which these data were obtained, refer to the Leeds compilation [2]. The data in figure 
1 fall into two groups, high temperature measurements around 2000K from flame and 
shock tube experiments, and room temperature data from flash photolysis experi- 
ments. The span in the rate constant data at either temperature is nearly two orders- 
of-magnitude. The solid line in the figure is the recommended value of Baulch et al. 
[2], but clearly the large spread in the data on which this recommendation is based 
reveals the unacceptably large uncertainties inherent in this value, as noted in the 
original compilation. Examination of the data for reaction (2) with other collision 
partners, M, as well as the data for reactions (3), (4), and (5) show similar uncertain- 
ties. The critical importance of these recombination reactions to nozzle performance, 
combined with the large unacceptable scatter in the literature data, indicate that these 
reactions are prime candidates for experimental study. 

EXPERIMENTAL MEASUREMENTS: 

The rate constants for reactions identified through the modeling simulations as 
critical for good scramjet performance are being experimentally determined using the 
laser photolysis / laser-induced fluorescence (LP/LIF) relaxation kinetics technique. In 
this technique, water vapor, containing various added amounts of hydrogen, oxygen, 
andlor nitrogen, is equilibrated at temperatures extending from room temperature to 
1800K (3200R) and at total pressures in the range 7 - 30 psia. This equilibrium 
mixture will be perturbed essentially instantaneously using excimer laser photolysis so 
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Figure 1. Summary of published rate constant data for H + OH + M reaction. 

as to increase the concentrations of the OH radicals and H atoms by 

H 2 0  + hv(l93nm) --f OH + H (6) 

The absolute densities of the photolytically introduced radicals can be determined 
from the laser fluence and an independently determined photodissociation cross 
section for water vapor. Laser-induced fluorescence is then used to monitor the 
subsequent time histories of the OH andlor H as they return to their equilibrium 
concentrations. The time required for the chemical system to return to equilibrium, Le., 
the relaxation time, is measured and compared to predictions of the chemical kinetic 
modeling code under identical conditions. Since this technique simultaneously 
evaluates the entire relaxation mechanism, we can be assured that reactions 
are addressed in the experiment and that a self-consistent set of rate constants can be 
obtained. 

Before beginning the recombination rate constant measurements, direct measure- 
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ments of the rate constant for the bimolecular reaction 
i 

OH + H, + H + H20 (1 a) 

were completed in the temperature range 800-1550K. The OH is removed by this 
reaction as the partial equilibration of the OH and H-atom densities is attained. 
Analysis of the fast OH removal rates as a function of added hydrogen yields the rate 
constant for the above reaction. I 

The rate constant for this reaction has been well determined in a number of 

Sutherland [3]. They combined their shock tube data with those of Frank and Just and 
the flash photolysis data of Tully, Ravishankara, and co-workers, and derived the 
expression: 

/ previous studies by other workers and was recently reexamined by Michael and 

k = 3.59 x 10-16 T1.5l exp[ -1 726 / T ] cm3molecule-~s-~ , 

which is applicable in the temperature range 250-2581 K. Our recent measurements 
bridge the gap between the shock tube data (1246-2581 K) and the flash photolysis 
data (250-1050 K) and are in very good agreement with these previous data sets in 
the overlap region. Our data points lie slightly above the fit expression recommended 
by Michael and Sutherland. We combined our data with the three data sets they used 
and the recently reported data [4] of Davidson, Chang, and Hanson, to derive a new 
expression for the rate constant: 

k = 3.56 x 1W16 T1.52 exp[ -1736 I T  ] ~m~rno lecu le -~s -~  

The constants in this expression are nearly identical to those in the Michael and 
Sutherland expression. However, the rate constants calculated with this new 
expression are a few percent higher, averaged over the entire temperature range. 
Figure 2 shows an Arrhenius plot of our recently obtained data (LANL) along with 
some of the other data values obtained from published papers and used in deterrnin- 
ing the fit expression. The fit line shown in the figure is based on our recommended 
expression. These results are presently being prepared for publication. 

The purpose of these measurements was to validate the kinetic measurement 
techniques employed in these experiments by reevaluating a well known rate 
constant, in preparation for our recombination rate constant measurements. Having 
achieved this objective, our studies have begun on the recombination reactions. 
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Figure 2. Arrhenius plot of rate constant data for OH + H, --f H + H20 reaction. 

Preliminary rate constant values for recombination reactions (2) and (3) have now 
been obtained at a single temperature (1223 K). However, the uncertainty of these 
measurements is at present unacceptably large. Relaxation rate measurements at this 
temperature for additional gas compositions are in progress. Variation of the gas 
composition allows different reactions to dominate the chemistry, and consequently 
this additional data should improve the precision of these rate constant determina- 
tions. Over the next few months, the temperature range of these measurements will be 
extended to the limits of our present high temperature cell (300 - 1800 K). The wide 
temperature range of these experiments (note Fig. 1) should allow accurate extrapola- 
tions of these new rate constants into temperature regimes of relevance for hypersonic 
combustion. The status of these measurements will be discussed in the presentation. 
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INTRODUCTION 

Density and residence time both become unfavorably small for 
efficient combustion of hydrogen fuel in ramjet propulsion in air at 
high altitude and hypersonic speed. Raising the density and increas- 
ing the transit time of the air through the engine necessitates 
stronger contraction of the airflow area. This enhances the kinetic 
and thermodynamic tendency of H20 to form completely, accompa- 
nied only by N2 and any excess H2 (or 02) .  The by-products to be 
avoided are the energetically expensive fragment species H and/or 0 
atoms and OH radicals, and residual (2H2 plus 02). However, exces- 
sive area contraction raises air temperature and consequent combus- 
tion-product temperature by adiabatic compression. This counteracts 
and ultimately overwhelms the thermodynamic benefit by which 
higher density favors the triatomic product, H2O. over its monatomic 
and diatomic alternatives. 

For static pressures in the  neighborhood of 1 atm (x/+2.5). static 
temperature must be kept or brought below ca. 2400 K for acceptable 
stability of H2O. In contrast, temperatures exceeding ca. 3200 K a t  
these static pressures actually give net endothermic pyrolysis of H2 
and 02. with more atoms than H20. Some relief from these limitations 
on efficient use of low-density air as an oxidant may be realized by 
expenditure of excess, initially cold fuel whose specific heat protects 
stability of H20 and whose ejected mass contributes to thrust. 
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Another measure, whose requisite chemistry we address here, is 
to extract propulsive work from the combustion products early in the 
expansion. The objective is to lower the static temperature of the 
combustion stream enough for H20 to become adequately stable before 
the exhaust flow is massively expanded and its composition "frozen." 
Prospective success of this measure in an acceptable expansion length 
is limited by the kinetics of the three-body "recombination" mecha- 
nism by which the composition of combustion products can shift 
exothermically. 

We proceed to address this mechanism and its kinetics, and 
then examine prospects for enhancing its rate by homogeneous cata- 
lysts. 

UNCATALYZED RECOMBINATION 

Recombination Mechanism 

The most facile steps by which net recombination is understood 
to occur among the fragments of H2O are: 

H + O H + M  + H 2 0 + M  (2) 

H + O + M  -+ O H + M  (31 

and the sequence 

followed by 

H+HO2 + H 2 + 0 2  

or 
OH+HO2 + &O+@ . 
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The respective exothermicities of steps (1) through (3). 
expressed as -AH in kcal/mole at zero Kelvin and rounded to the 
nearest whole number, are: 103. 118, and 101. The corresponding 
values 111 for steps (4) through (6) are: 49, 54, and 69. The net 
effects of the (4),(5) and (4),(6) sequences are indistinguishable from 
(1) and (2). respectively. For modeling, we use a more complete 
mechanism that includes alternate product channels of step (5) and a 
step analogous to (6) in which 0-atom replaces OH. To set the stage 
here for the role of catalysts, we proceed without these other steps. 

In compositions that are more or less hydrogen-rich, steps (1) 
and (2) contribute in parallel, in proportions governed by the H/OH 
ratio and the individual rate coefficients for each step with H20, N2. 
H2. and even atomic H as third bodies, collectively denoted M. The 
proportions of the products of steps (1) and (2) are subject to read- 
justment, with concomitant adjustment of the H/OH ratio. This 
occurs directly by the bimolecular step 

O H + H 2  W H 2 0 + H I  (7) 

whose exothermicity in the forward direction, as above, is only 
+15 kcal/mole. and whose forward and reverse rates are both large 
and become nearly equal. Both (1) and (2) are kinetically second 
order in the energetic fragments and so both rates diminish quadrati- 
cally as net recombination is accomplished at fmed density, or as den- 
sity is diminished by expansion. Up to ca. 2400 K at the densities for 
which their rates are significant, these steps are substantially irre- 
versible, and their rate coefficients diminish only mildly with increas- 
ing temperature. 

In stoichiometric and fuel-lean compositions, step (3) and the 
complex paths formed by steps (41, (5). and (6) are comparatively 
important, and step (1) not so. The reaction-order and irreversibility 
characteristics of step (3) are similar to those of steps (1) and (2) 
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discussed above. The thermochemistry of HO2 makes reversibility of 
step (4) a serious complication. Within the (4) - (5)/(6) sequences, 
step (4) is rate-limiting at high fragment fractions and  recombination 
is first-order in 0 2  and H-atom populations. Although excess 0 2  is not 
consumed in proportion to the fragments, progressive recombination 
diminishes the H-atom population nonlinearly. Reversible step (4) 
becomes equilibrated and step (6) becomes rate-limiting. And the net 
recombination rate by the (4)-(6) sequence becomes seriously dimin- 
ished as temperature is raised above ca. 2000 K. leaving step (3) to 
become the dominant path near 2500 K in fuel-lean compositions and 
step (2) in near-stoichiometric compositions. 

Hypersonic Flow Simulation 

Earlier we [2] have modeled numerically the kinetics and ther- 
momechanics of premixed, quasi-one dimensional, time-steady 
streamline segments that simulate supersonic Hz/air combustion in a 
hypersonic ramjet. Of concern was the chemical basis of combustion 
efficiency. An undocumented Los Alamos code for finite-rate kinetics 
and thermochemistry. adapted to this application, was used. 

Coupled engine/nozzle flow was simulated for a hypothetical 
vehicle flying at Mach 15 in air at 1.3 x 105 ft above the earth as a rep- 
resentative case. Stoichiometrically metered gaseous H2 fuel from a 
lower temperature source was taken as mixed instantaneously with 
ram-compressed air at the initial station [3]. Static temperature and 
pressure of the mixed stream were 1463 K and 447 torr (59.5 kPa: 
8.64 psia). Resulting internal axial stream velocity was 4.34 x 103 m/s. 

For this base case, computed finite-rate reaction was followed 
through a 1-m long, constant-area combustor. Following ignition, 
near-equilibrium composition was reached at 2932 K. with 58% of the 
ideal combustion energy realized. Fragment species harbored the 
remaining 42%. 

Next. expansion of the flow area beyond this 1-m station was 
modeled to an area sixteen times the combustor area over 1.5 m of fur- 
ther flow. Effects of selected area vs distance profiles were compared. 
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Computed static temperatures dropped from near 3000 K to near 
1000 K..  Computed composition began to shift toward a more com- 
plete energy-yield condition. but froze with only modest fractions of 
the remaining 42% realized. 

This model scenario formed the base case for our present 
numerical examination of effects of added catalyst types in the early 
expansion. 

CATALYZED RECOMBINATION 

As potential catalysts for recombination, we may consider two 
classes: 

(a) Substances that catalyze steps (1)-(4) as third bodies. M, 
with large rate coefficients; and 

Substances that introduce parallel paths analogous to the 
HOz sequence, (4)-(5)/(6). with such thermochemistry 
that, like 0 2 .  they are regenerated and not irreversibly 
consumed. 

(b) 

Such catalytic substances can enhance the energy recovery through 
recombination early in the expansion of combustion products in which 
ideal combustion is stoichiometrically incomplete owing to too high a 
temperature for the combustion-stream pressure. They can do so 
profitably if. in the time of such early expansion, they enable a greater 
yield of chemical energy and increment of streamline thrust to be 
achieved than could alternatively be achieved from the combined 
influences of more complete equilibrium combustion and uncatalyzed 
early recombination realized from addition of a like mass of excess fuel 
or "inert" thermal ballast to the combustion flow. 

i 

As prospective catalysts we select representative substances 
from those volatile materials that are known to inhibit flames. These 
are recognized by their qualitative consequences of lower flame speeds 
in gaseous systems that include them as additives. and/or wider 
minimum channel dimensions for flame propagation. Their mode of 

992 



action is generally associated with diminished radical populations in 
the ignition phase of combustion, where radicals (including the atomic 
species H and 0) function as carriers in chain-reaction sequences. 
Paradoxically, the same agents and recombination mechanisms serve 
to promote the completion of combustion from an intermediate com- 
position in which ignition coupled with high temperature have pro- 
duced a surplus of "intermediate" fragments. Since experience 
teaches that reactions (1)-(4) have almost their largest rate coeff- 
cients with H20 as  the third body as with any known species, the 
flame-inhibiting catalysts we are led to consider come from class (b) 
above. Two chemtcal types of these catalysts are distinguished: 
(i) nonmetals, either as  atoms or low-valence oxides, and (ii) molecular 
metal oxides. 

Nonmetal Oxide Catalyst 

Nitric oxide, NO, is a prototype catalytic substrate to which 
H-atoms and also 0-atoms and OH radicals each combine in a process 
analogous to step (4). and will be abstracted in steps analogous to 
(5)/(6). In each case the bond formed in the three-body step is analo- 
gous in strength to the bonds in the HO2 from step (4). Thus, subse- 
quent abstraction by a second atom or OH radical to form a 100- 
118 kcal/mole bond is exothermic, in the pattern of steps (5)/(6), and 
NO is liberated to complete a homogeneous catalytic cycle. The proto- 
type steps for fuel-rich hydrogen-air recombination are: 

H + N O + M H  HNO+M ( N 4 )  

H+HNO + NO+H2 (N5) 

OH+HNO + N O + H 2 0  ( N e )  

The full set of steps used in modeling, and their rate coefficients, are 
conveniently surveyed elsewhere [4]. 
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NO is not stable against atmospheric oxidation or physiologically 
benign enough to be a useful flame-retarding agent in room-tempera- 
ture fire protection applications. Its role as a (generally undesirable) 
by-product of air-based combustion is well studied, however. Its pres- 
ence in hypersonic propulsion streams is neither wholly avoidable nor 
dependent upon nonfuel material being carried in the vehicle for 
addition to the flow. Moreover, the behavior of NO as a recombination 
catalyst was directly studied early on [5.6] in postilame gases from 
premixed, fuel-rich, atmospheric pressure H2-02-N2 flat flames pro- 
viding small, slowly decaying residual radical pools. In the 1600- 
2000 K temperature range so investigated, HNO is stable enough 
against dissociation that catalysis is pronounced. Recombination of the 
surplus fragments occurs unaccompanied by noticeable diminution of 
the artificially added ([NO] + [HNO]) inventory through thermodynami- 
cally spontaneous but slower global reaction 

The catalytic behavior of NO in the hypersonic combustion situ- 
ation we modeled differs from that in the flat flame in several 
respects, in consequence of (i) the higher combustion temperature 
(2400 c T e 3000 K) we considered to precede expansion-induced 
recombination, and (ii) the significantly larger (forty- fold) fragment 
fraction (near 4% of the total flow, including N2) to be recombined. 
The major effect is significant interruption of the catalytic cycle by 
frequent reversal of the bond-forming step (N4). The low net rate of 
(N4) becomes rate-limiting even as the larger H and OH populations 
make the HNO lifetime in steps (N5)/(N6) shorter than in the flat 
flame situation. 

The second major difference, also primarily caused by the 
higher temperature range at which catalyzed recombination is needed 
in hypersonic combustion, is increased rates of the endothermic steps 
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H + N O  + N+OH (N9) 

of the extended Zeldovich chain. When that chain is completed by its 
rapid. exothermic step 

N + N O  + N 2 + O ,  (N 10) 

there arises further need for recombination to accomplish reaction 
(N7). 

Metal Oxide Catalysts 

The other, and more promising class of recombination catalysts 
we have explored comprises partially oxidized forms of several metals, 
ranging in atomic weight from Mg to U. A survey was made I71 of 
twenty such metallic elements as part-per-million additives in atmo- 
spheric-pressure postflame gases near 1860 K. H2:02:N2 proportions 
were 3:1:6 and atom densities of 5 X 1012 cm-3 of each added metal 
were introduced as sprayed aqueous solution of a suitable salt. The 
largest catalytic effects [7), "2 orders of magnitude more effective 
than... NO ...,'I occurred with the transition metals Cr, U, Sn and Mn. 
Similar catalysis also was found at 1860 K with the group I1 metals, Mg 
and the previously identified [8] heavier alkaline earths, Ca, Sr, and Ba. 
All these catalysts were further examined in hotter flames having 
lower proportions of N2. up to temperatures above 2400 K, where 
catalysis by the alkaline earth metals was significantly diminished. 
But, 171 "for Sn. Cr, and U (there was] no definite trend either up or 
down (over the 1800-2500 K range)." This finding implies that these 
metals will not lose their catalytic efficiency for promotion of 
recombination in the temperature regimes found in hypersonic ramjet 
propulsion. 

For the group I1 elements and some if not all of the transition 
metals, catalytic sequences analogous to steps (4) - (6) are established. 

995 



In these, the analogs of 0 2  and HO2 are respectively, the strongly 
bound diatomic metal monoxide and the corresponding mono- 
hydroxide. Electronic states of the hydroxide other than its most 
strongly bound, ground state have been implicated in the catalyhc 
sequence. Also, catalysis by involatile oxide particles is an 
incompletely resolved possibility for some of the transition metals. 
including Cr and U. 

The flame chemistry and spectroscopy are more extensively 
studied [9] in the case of tin. and we chose this metal as the additive 
for modeling prospective catalyzed recombination in hypersonic com- 
bustion. In particular, SnO was shown to be the predominant species 
indistinguishable from 100% of the tin inventory. Even so, represen- 
tation of the empirical catalysis by added Sn in postflame gases by 
means of elementary steps and their rate coefficients is uncertain. 

Bulewicz and Padley 171 report an empirical rate constant, 
kcatalytic for the a reactions 

H + H(0H) + SnO + H2(H20) + SnO (T1.2) 

The kcat in this paper expresses the incremental contribution to the 
H-atom removal rate after subtraction of the terms from the uncat- 
alyzed mechanism, representing the combined effect of steps (1) and 
(2) with H2O. N2 etc, as M. The rate coeficient was found to be 

Feat = 5 x 10-28 cm6 molecule-2 5-1 . 

Allowance is included here for the stoichiometric factor of 2 between 
the rate of step (1) and the specific rate of reduction of the H-atom 
population. The mean of three kcat values above 2000 K is adopted. If 
the global reactions (T1.2) are assumed to be the elementary reaction 
steps for the catalytic mechanism a rate constant kl,SnO of this magni- 
tude is unrealistically large. 

Nevertheless, to  assess the effectiveness of tin as a catalytic 
additive we incorporated into our kinetics model the reactions (T1.2). 
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With the addition of only 0.1% mole-fraction SnO of the total flow we 
realized an increase in the ideal combustion energy yield from the 
noncatalyzed 58% to 79%. This dramatic result compares to the 
equilibrium constrained result of nearly 100%. 

The foregoing value of kcat is based on experience at 
H-atom fraction in the flame gases. whereas early expansion of hyper- 
sonic combustion gases from a condition near 2900 K involved H-atom 
fraction up to 40 times larger. The consequent rate terms are thus 
extrapolated in our model to -103 times larger magnitude. While this 
model indicated very strong catalysis its validity is uncertain. 

As an alternative to using SnO as M in steps (1)-(4), the 
sequence: 

H + S n O + M  H S n O H * + M  (T4) 

H+SnOH* + SnO+Hz 

t 

O H + S n O H *  + S n O + H z O  (T6) 

has been postulated [7.9]. The superscript denotes an electronically 
excited state of the monohydroxide molecule. SnOH. 

Pursuing this catalytic sequence, steps (T4)-(T6) to represent 
the kcat in Ref. 7 paper, the deduced the equilibrium-constant ratio 
was 

and the rate coefficient was 

k ~ 5  = 2.6 x 10-10 0 3  molecule-1 s-1 . 
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When we have estimated individual values of k ~ 4 , ~  and k - ~ 4 . ~  for H 2 0  
and N2. and M we find catalytic rates under hypersonic combustion 
conditions that are understandably smaller than by the kcat above, but 
not insignificant. 

CONCLUSION 

The more complete existing information on nonmetal oxides 
indicates that catalytic enhancement of combustion power by adding 
intentionally these materials will be unattractive, but the effects of 
constituents such as NO formed naturally from combustion in air are 
not negligible. However, the effects we predict based on the available 
literature data on metal oxides is encouraging. We conclude that fur- 
ther experimental investigation of volatile metallic additives as cata- 
lysts for recombination of H2O fragments at high temperature, 
T > 2400 K, is advisable to advance the prospect of efficient. 
kinetically controlled enhancement of power for propulsion of 
hypersonic ramjets in circumstances where combustion would 
otherwise be thennochemically complete. 
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